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Integrating Humans With and Within Complex Systems: 
Challenges and Opportunities 
By capitalizing on the strengths of humans, software, and systems while 
circumventing their respective limitations, the challenges of integrating 
humans with and within today’s ever more complex and increasingly 
more adaptive software and systems can be better overcome.
by Azad M. Madni

Improving Software Engineering Through Holistic  
Project Coaching 
The majority of factors related to software development failure are hu-
man factors. Including a Project Coach who is focused on humanistic 
issues in the software engineering process will have a positive impact 
in addressing software engineering challenges. 
by Dr. Randall Jensen, Fred Smullin, Joyce Peters, Kasey Thomp-
son, and Dr. Doretta E. Gordon

An Agile Systems Engineering Process: The Missing Link?
The rapid technology refresh rate coupled with the need to respond 
to changing requirements requires a complete agile development pro-
cess; one where the business, system, and software areas contain an 
agile framework and work in unison to create a successful Software 
Intensive System. 
by Matthew R. Kennedy and David A. Umphress

From MBWA to LBWA: 
21st Century People Solutions for Software Problems 
People are the only solution to software problems. A qualified team 
built on trust and engagement optimizes organizational productivity 
and can solve any issue with software. 
by Jonathan Powell

Embedded with Facebook: DoD Faces Risks from Social Media
U.S. service members are increasingly jeopardized by information 
posted on social network websites. While some of the most damaging 
information comes from spouses and other non-official sources, other 
information comes from the use of social media by the DoD because 
non-public, secure channels for questions and feedback do not exist.  
by Capt. Kenneth N. Phillips, LT Aaron Pickett, Simson Garfinkel

Browser User Interface Design Flaws: 
Exploiting User Ignorance 
Sophisticated attack patterns and Graphical User Interface design 
flaws in web browsers pose serious threats to a user’s security, privacy, 
and integrity. These flaws are exploited by attackers to trick unaware 
users into performing rogue operations. 
by Aditya K. Sood and Richard J. Enbody, Ph.D.
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The Navy’s Systems Engineering Stakeholders Group recently 
conducted a Naval Systems Engineering “lessons learned” 
conference to develop education materials to be used in  
the Naval Postgraduate School and U.S. Naval Academy  
engineering curricula. The Naval Air Systems Command  
graduated its first two cohorts of the Master of Science  
and Systems Engineering in partnership with the Naval  
Postgraduate School. In addition, it established advanced  
degree and certificate programs in physics, mathematics,  
and other technical disciplines, including the Joint Executive 
Systems Engineering Management degree program. 

The Air Force established a STEM governance structure at 
the three-star level and a STEM Advisory Council to address 
workforce requirements. The Air Force also developed a STEM 
strategic plan called Bright Horizons. The Air Force’s Scientist 
and Engineer Advisory Council is evaluating the need for an 
initial skills training course for new Systems Engineering hires. 
It is investigating various strategic initiatives addressing an Air 
Force-wide solution for present and future science and engi-
neering workforce capability requirements and the mechanisms 
for fulfilling them. 

The Air Force Institute of Technology developed and imple-
mented the Software Professional Development Program, a se-
ries of continuing education courses for the software workforce 
to improve software management and engineering skills. The 
Army employs comprehensive Individual Development Plans for 
all individuals in the Army Acquisition Corps and uses numer-
ous training and educational opportunities for their current and 
new employees, including developmental assignments. 

We cannot overemphasize that our people are our greatest 
asset. The department with support from Congress has made 
workforce development, especially in the areas of systems and 
software engineering and STEM, a top priority. We as individu-
als working in these areas must do our part to take advantage 
of these opportunities and encourage our colleagues to do the 
same. Together we can make a difference and truly improve the 
outcomes of our crucial acquisition programs. 

Stephen P. Welby 
Deputy Assistant Secretary of Defense for Systems Engi-
neering, Office of the Under Secretary of Defense for Acqui-
sition, Technology and Logistics

 FROM THE SPONSOR

PEOPLE
Our Most Valuable Asset

CrossTalk would like to thank the  
OUSD(AT&L) for sponsoring this issue.

One of our greatest challenges is how we approach building 
great teams of people and improving how we recruit, grow, and 
mature the systems and software engineering professionals 
who contribute to the nation’s critical defense systems. As we 
continue to address the Recruit–Train–Retain objectives laid 
out in the 2008 National Defense Authorization Act, we must 
identify workforce competencies crucial for executing systems 
and software engineering functions within acquisition pro-
grams. In addition, we must enable realistic workforce develop-
ment efforts by ensuring that these education, training, and 
experience requirements are balanced with job demands. 

As illustrated in the featured articles, all components of the 
department must work together to enhance the capability and 
capacity of the systems and software engineering workforce 
through training and educational initiatives. For example, the 
Navy is expanding its training to meet new and evolving needs 
throughout its Systems Engineering Educational Continuum for 
Science, Technology, Engineering and Mathematics (STEM). 
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Challenges and Opportunities

Integrating Humans 
With and Within 
Complex Systems
Azad M. Madni, University of Southern California

Abstract. The integration of humans with and within today’s ever more 
complex and increasingly more adaptive software and systems poses an 
ever-growing challenge. This paper discusses this integration challenge 
from the perspective of capitalizing on the strengths of humans, software, 
and systems while circumventing their respective limitations. Specific 
findings and examples of integration challenges that go beyond the usual 
human factors perspective are presented. The paper concludes with a 
research agenda for advancing the state-of-the-art in integrating humans 
with adaptive software and systems. 

Introduction
The potential for “disconnect” between people and technology 

is well-documented in the literature for both consumer products 
and large scale defense, energy, and transportation systems [1, 
2, 3]. The Patriot missiles deployed in the 2003 Iraq war offer 
an excellent illustration of this disconnect. Operators of this 
missile were trained to trust the system’s software because 
the Patriot missile is a highly automated system. Such trust is 
essential especially when operating in a heavy missile attack 
environment [4]. This was not the case in the Iraqi battlespace 
in which the missile batteries were operating in an environment 
sparsely populated with missiles but with several friendly aircraft. 
The inadequately trained missile operators were unaware that 
the Patriot radar system was susceptible to recording spurious 
hits and occasionally issuing false alarms (i.e., mistaking friendly 
aircraft for enemy missiles) without displaying the uncertainty 
in target identification. Not surprisingly, these operators tended 
to trust the system’s assessments and missile launch decisions 
against potentially hostile targets. These factors were in play in 
the unfortunate shoot down of a British Tornado and a U.S. Navy 
F/A-18. A Defense Sciences Board study concluded that, “more 
operator involvement and control in the function of a Patriot 
battery” was necessary to overcome the system’s limitations [4]. 
Despite this recognition, system operators continue to be unfair-
ly blamed for systemic failures. This fact did not go unnoticed by 
Chiles [2] who cautioned, “Too often operators and crews take 
the blame after a major failure, when in fact the most serious 
errors took place long before and were the fault of designers or 
managers whose system would need superhuman performance 
from mere mortals when things went wrong.”

The primary design flaws that Chiles refers to were largely 
failures in proper coordination of interactions between people 
and technology during system development and operation [5]. In 
recent years, the need for systems to become increasingly more 
adaptive to cope with changes in the operational environment has 
made the integration of humans with software and systems even 
more challenging. In response to these challenges, the DoD made 
a concerted push to incorporate human considerations into the 
systems engineering lifecycle [6]. This emphasis led to the cre-
ation of the new multidisciplinary field of Human Systems Integra-
tion (HSI) [7, 8]. HSI is the study of interactions between humans 
and systems to produce human-system designs that are compat-
ible, safe, consistent, and efficient. These interactions continue to 
become increasingly more complicated as human roles continue 
to evolve from that of an operator outside the system to that of 
an agent within the system. Compounding the problem is the 
fact that misconceptions about what it takes to integrate humans 
with software and systems continue to linger in the software and 
systems engineering communities [9]. Perhaps the single biggest 
misconception is that humans are “suboptimal job performers.” 
This mindset leads to software and systems that are specifically 
designed to shore up or compensate for human shortcomings. 
With this mindset, it is hardly surprising that humans are forced to 
operate or work within systems that are inherently incompatible 
with their conceptualization of work. This paper reviews what we 
know about humans, discusses the consequences of unwarrant-
ed assumptions in design, and presents a HSI research agenda 
to advance the state-of-the-art in developing adaptive human-
machine systems. 

What We Know About Humans
Humans have specific strengths and limitations that need to be 

well-understood before determining how best to integrate them 
with software and systems [10, 11, 12, 13]. The key findings from 
the literature that bear on human-system integration are:
• 	Human Performance: [14, 15, 16, 17]
	 -Varies nonlinearly with several factors
	 -Follows an inverted U-curve relative to stress 
	 -Excessive cognitive complexity can lead to task shedding and  
	 poor performance [14]
•	 Human Error: [14, 16]
	 -Lack of inspectability into system operation can induce  
	 human error 
	 -Incompatibility between human processes and machine  
	 algorithms can lead to human error 
	 -Sustained cognitive overload can lead to fatigue and  
	 human error
•	 Human Adaptivity: [18, 19]
	 -Adaptivity is a unique human capability that is neither  
	 absolute or perfect
	 -Humans do adapt under certain conditions but usually  
	 not quickly
	 -Human adaptation rate sets an upper bound on how fast  
	 systems can adapt
	 -Tradeoff between human adaptation rate and error likelihood
	 -Need to define what is acceptable error rate  
	 (context-dependent)
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•	 Multitasking: [18, 19]
	 -Humans do not multitask well
	 -Stanford University’s research findings show that so-called  
	 high multitaskers have difficulty filtering out irrelevant  
	 information, can’t compartmentalize to improve recall, and  
	 can’t separate contexts
•	 Decision Making Under Stress: [18, 19]
	 -Under stress humans tend to simplify environment by  
	 disregarding/underweighting complicating factors
	 -Reduced ability to process multiple cues or perform tradeoffs
•	 User Acceptance: [14, 18, 19]
	 -Overly complex system design can lead to rejection of  
	 the system
	 -Humans do not have to really understand software/system 	
	 operation to develop confidence and trust in system
•	 Risk Perception and Behavior: [20, 21, 22, 23, 24]
	 -Humans accept greater risks when in teams 
	 -Humans have a	built in target level of acceptable risk 
•	 Human-System Integration: [9, 25, 26]
	 -Humans are creative but rarely exactly right; however, human 	
	 errors usually tend to be relatively minor 
	 -Software/system solutions tend to be precisely right, but  
	 when wrong they can be way off

The literature on human-machine systems offers ample 
evidence that poorly designed automation can produce perfor-
mance degradation of the overall human-machine system. An 
important aspect of such performance degradation is the lack of 
“fit” between the mental models of humans, cognitive demand of 
the work environment, and automation design.

Poor Automation Design Can Degrade  
Human Performance
•	 Cognitive Load in Supervising Automation: [27, 28] 
	 -The cognitive load when monitoring automated task  
	 performance can outweigh potential automation benefits
•	 Automation-induced Complacency: [29]
	 -Over-reliance on automation can increase errors as humans  
	 begin to rely on automated cues rather their own vigilant  
	 information seeking and cognitive processing [30]
•	 Partially Automated System with Incomplete  
	 Knowledge: [31]
	 -The system, operating outside its competence regime, stays  
	 in the loop and continues to critique operator performance  
	 based on erroneous assessment of work constraint violations
•	 Mistrust of Automation: [1] 
	 -Can lead to disuse, neglect, underutilization
	 -Typically arises from poor design (e.g., high rate of false  
	 alarms in an alerting system)
•	 Erosion of Operator’s Expertise and Engagement: [32]
	 -Inappropriate automation can lead to skill decay or  
	 dysfunctional skills
	 -Operator can no longer intervene effectively when  
	 automation malfunctions

Unwarranted Assumptions in Design Can Produce 
Unintended Consequences

System designs are often based on unstated and occasionally 
unwarranted assumptions about human behavior. These assump-
tions can often lead to unintended consequences and give rise 
to systemic failures. The following paragraphs offer examples of 
unexpected outcomes and unintended consequences that can be 
traced to unwarranted assumptions about human behavior:

Risk Homeostasis: Wilde specifically hypothesized that 
humans have a target level of acceptable risk (that typically varies 
among humans but is fixed for each individual). He called this risk 
homeostasis. He argued that safety features and campaigns tend 
to shift rather than reduce risk. While initially subject to criticism, 
this hypothesis was confirmed through studies in Munich, Ger-
many, and in British Columbia, Canada. In the Munich study, half a 
fleet of taxicabs was equipped with anti-lock brakes (ABS), while 
the other half was provided conventional brake systems. Pursu-
ant to testing, it was discovered that the crash rate was about 
the same for both types. Wilde concluded that this result was due 
to the fact that drivers of ABS-equipped cabs took more risks 
because they assumed that the ABS would provide the requisite 
protection in hazardous driving conditions. By the same token, the 
non-ABS drivers drove more carefully because they recognized 
that they were driving without an ABS system and had to be more 
careful in hazardous driving conditions. 

Design-induced Human Error: In 2008, a Metrolink com-
muter train crashed headlong into a Union Pacific freight locomo-
tive after going through four warning lights. The engineer (i.e., the 
driver) failed to hit the brakes before the train crashed. A teenage 
train enthusiast later claimed to have received a cell phone text 
message from the driver a minute before the collision [3].

So, was the Metrolink train accident a human error, a systemic 
problem that manifested itself as a human error, or both? The 
answer is BOTH. Since the driver was doing a split-shift, he was 
clearly tired. He was also multitasking. Humans don’t multitask 
well and are error-prone in such circumstances. However, the 
system was also not designed for integration with the human in 
that the system design assumed an optimal human i.e., one who 
could multitask, one who would not fatigue, and one who was 
goal-driven and a utility maximizer. Humans are not any of these! 
This was an accident waiting to happen [9].

Human Role-Architecture Mismatch: The human role in 
relation to the system or within the system plays a significant role 
in both system architecture design and algorithm selection. For 
example, if the human is expected to be replaced by automation 
in the future, then the system architecture would emphasize a dif-
ferent set of quality attributes than if the human role was integral 
to the system (i.e., permanent). The same is true of algorithm 
selection. Consider the selection of a route planning algorithm for 
an autonomous ground vehicle. Invariably, a constrained optimiza-
tion algorithm would be used to solve the route planning problem. 
Now consider route planning for a human-supervised ground 
vehicle in which the human needs to specify waypoints along the 
way. In this case, the algorithm needs to be interactive, inspect-
able, and understandable so that the human can intervene to 
specify waypoints. As such, a heuristic algorithm becomes prefer-
able to the optimization algorithm because the heuristic algorithm 
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allows the human to understand system reasoning and intervene 
effectively [33]. In this example, algorithm inspectability is more 
important than algorithm optimality.

Indiscriminate Automation: Roughly a decade ago, a blind 
side indicator was developed for automobiles to show an object 
in the driver’s blind side. This device was never approved, because 
behavioral research showed that drivers were going to over-
use the indicator, and no longer bother to look back over their 
shoulder when changing lanes. This would have been clearly an 
undesirable change in driver behavior. The lesson clearly is that 
indiscriminate use of technology without understanding its impact 
on human behavior patterns can potentially change human behav-
ior, and not necessarily for the better. This kind of analysis is key 
to avoiding unintended consequences [33, 34].

The foregoing examples provide several key insights.  First, in 
a tightly coupled system, any change to the machine will cause 
humans to change as well. Such a change could be undesirable 
in the sense that it could lead to unintended consequences. 
Second, unwarranted assumptions about the human can lead to 
tragic accidents [33]. For example, assuming that humans are 
optimal information processors can lead to dire results because 
humans do fatigue and don’t multitask well. Third, the role of 
the human in the overall system is key to architectural paradigm 
and algorithm selection. Specifically, it is important to determine 
whether the human is central to system operation, or merely an 
adjunct or enabler to be replaced by automation in the future. 
Fourth, system architects need to focus on combined human-
system performance, not the performance of each in isolation. 
This also means that the focus should be on combined metrics, 
not individual metrics. And, finally, a change in the operational 
environment can potentially change how people perceive and 
compensate for risks [9]. 

HSI Research Agenda
Figure 1 presents a HSI research framework for investigating 

high payoff research opportunities. As shown in this framework, 
HSI research needs to address human capabilities and limita-
tions, evolving human roles, system adaptation contexts, and the 
systems engineering lifecycle.

This framework, in part, is inspired by the recently completed 
DoD-sponsored National Research Council (NRC) study [8], 
which recommended: (a) the development of shared representa-
tions to enable meaningful communications among hardware, 
software and HSI designers as well as within the human-system 
design group, and within the stakeholder community; (b) the 
extension and expansion of existing HSI methods and tools 
including modeling and simulation methods, risk analysis, and 
usability evaluation tools; and (c) the full integration of humans 
with engineered systems. In light of these recommendations, 
several research thrusts need to be pursued before developing 
HSI methods, processes, and tools for infusing HSI consid-
erations into the software and systems engineering lifecycle. 
These research thrusts are discussed next:

Methodology for HSI Problem Identification: The underly-
ing HSI problems could be one or more of the following: system 
is too difficult to operate, human error rates are unacceptably 
high, system is not being used or is not being used as intended, 
system is too hard to maintain, system is too expensive, and sys-
tem does not scale. To this end, research is needed in advancing 
the state-of-the-art in concept engineering, virtual prototyping, 
interactive human-system simulations, human behavior and 
performance modeling, behavioral informatics, and synthetic 
environments that capture the geospatial and socio-cultural 
characteristics of the operational environment.

Development of a Shared Representation: In keeping with 
the NRC’s recommendation, the development of a shared repre-
sentation is key to enabling meaningful communication and col-
laboration among hardware engineers, software engineers, HSI 
personnel, and the larger stakeholder community. To this end, 
the development of a common ontology and a lexical data base 
that eliminates the polysemy and synonymy problems among 
the different disciplines can serve as a sound starting point.

Expansion of Existing Methods and Tools: Existing model-
ing and simulation tools as well as risk analysis and usability 
evaluation methods have focused on front-end analysis with 
a narrow view of human-system integration [8]. Research is 
needed to extend the methods, processes, and tools to span 
the full software and system lifecycles while also expanding the 
scope of the modeling, simulation and analysis tools to address 
human integration with adaptive systems.

Human Performance Modeling: Human performance var-
ies nonlinearly with a variety of factors such as stress, anxiety, 
workload, fatigue, and motivation levels. For example, the 
Yerkes-Dodson law shows that as stress increases, so does per-
formance, up to a point beyond which it rounds out and starts 
decreasing (the well-known inverted U-Curve). Cognitive work-
load becomes a key concern in several mentally taxing func-
tions/jobs [10, 11, 35] such as anesthesiology, air traffic control, 
military command and control, and nuclear power plant opera-
tion. The key characteristics of high cognitive load tasks are that 
they are stimulus-driven (i.e., not self-paced), they produce large 
fluctuations in demand, they involve multi-tasking, they gener-
ate high stress and, they tend to be highly consequential [9]. 
Research is needed in developing adaptive human performance 
models and simulations that are sensitive to the various factors Figure 1:  High Payoff HSI Research
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that affect performance. Such models can then be used to “test 
drive” and evaluate candidate designs from an HSI perspective.

Architecture Design: The architectural design of adaptive 
human-machine systems is highly dependent on the roles that 
humans play and the transition between roles in the overall 
adaptive system. In particular, human roles have a significant 
impact on the architecture depending on whether the human 
is central to the system, a monitor of the system with over-
ride privileges, or merely an enabling agent [9]. Research is 
needed in adaptive architecture design with various levels of 
human involvement in system operation. In particular, a human 
performance testbed needs to be developed that can support 
architecture sensitivity analysis to changes in critical human 
and environmental parameters and architecture adaptation in 
response to changes in these parameters.

Consolidating Human Performance Body of Knowledge: 
At the present time, the body of knowledge in human per-
formance is highly fragmented. Exemplar categories include: 
human adaptivity contexts and rates; workload (cognitive and 
psychomotor); decision making (under time-stress, uncertainty, 
and risk); risk perception and risk homeostasis; socio-cultural 
factors in decision making, negotiations, and consensus build-
ing; vigilance and arousal; and physiological/mental stress, and 
fatigue. Research is needed to determine where and how these 
various considerations interact and then to consolidate the body 
of knowledge with use cases that reflect the needs of systems 
engineers, software engineers, and HSI practitioners. 

Integrated Aiding-Training Continuum: Recent research 
has shown that aiding and training lie along a human perfor-
mance enhancement continuum [12]. Research is needed in 
defining adaptive architectures for integrated aiding and training, 
capable of dynamically repurposing content (e.g., Shareable 
Content Objects) for aiding, training, and performance support 
based on user needs and the operational context [35].

HSI Patterns: Humans interact with systems differently 
based on their role (i.e., supervisor, monitor, enabler) relative 
to the system. Human-system interaction for each role and 
transition between roles tends to be different and potentially 
amenable to characterization through patterns. For example, 
the transition of human role from a supervisor to an enabler 
based on changes in context can be characterized by a pattern. 
Research is needed in defining the adaptation requirements of 
various types of architectures based on role transitions and cap-
turing these findings in the form of HSI architectural patterns.

Conclusions
The systems acquisition and engineering communities have 

recently began to focus on addressing human capabilities and 
limitations and their implications on the design, operation and 
maintenance of complex systems. The discipline of HSI is in-
tended to remedy this problem. However, for HSI to make inroads 
into the systems acquisition and engineering communities, several 
advances need to occur. First, the fragmented body of knowledge 
in human performance needs to be consolidated, expanded, and 
transformed into a form that lends itself to being incorporated 
into software and systems engineering practices. Second, the HSI 
community needs to make the business case to communicate the 

value proposition of HSI in lifecycle cost reduction to the system 
development community. Third, systems acquisition and systems 
engineering policies need to be appropriately revised to reflect 
the inclusion of HSI principles and guidelines. 

The specific approaches by which these recommendations 
can be implemented are as follows. Initially, use case scenarios 
need to be defined to frame the relevant contexts for the sys-
tem acquisition and engineering communities. Next, a flexible, 
open, process-oriented, systems engineering tool (preferably in 
use within the DoD) with library facilities needs to be selected. 
This tool can serve as a convenient starting point for consolidat-
ing human considerations and incorporating HSI processes into 
the software and systems engineering lifecycles. The tool should 
support multiple lifecycle models (e.g., incremental prototyping, 
evolutionary development, etc.). The tool needs to incorporate a 
library of principles from the behavioral and social sciences, as 
well as from human factors engineering. In this regard, the key 
issues identified in this paper need to be addressed along with 
their impact on performance, cost, and schedule. Finally, an end 
user oriented front-end should be provided to the tool to avoid 
the need for an intermediary. With such a methodology and 
toolset, it will eventually become possible to convey the value 
proposition of addressing HSI considerations early and through-
out the software/system lifecycle to the system acquisition and 
engineering communities, while also assuring end user accep-
tance of the tool.
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Abstract. The process to successfully engineer qual-
ity software suffers from challenges identified over 40 
years ago. Upon deeper review, a majority of the factors 
related to software development failure are human fac-
tors. Including a Project Coach (PC) who is focused on 
humanistic issues in the software engineering process will 
have a positive impact in addressing software engineering 
challenges. A PC focuses on Knowledge Management 
(KM), cyclical assessment, informal learning, and dynam-
ics coaching to ensure team harmony and growth, sound 
project management practices, and most importantly–
quality, on time software. 

The 1968 NATO International Software Engineering Con-
ference [1] in Munich, Germany, raised a series of complaints 
about computer software including its unreliable nature, late de-
livery, cost-prohibitive nature of modification, challenges in main-
tenance, inadequate performance, and budget cost excesses. 
This conference resulted in the coining of the phrase “software 
engineering.” Over 40 years later, the software engineering field 
has failed to significantly diminish or eliminate many of these 
serious complaints. 

An IEEE Spectrum article entitled “Why Software Fails” [2] 
cites 12 common failure factors:

1.	 Unrealistic or unarticulated project goals
2.	 Inaccurate estimates of needed resources
3.	 Badly defined system requirements
4.	 Poor reporting of the project’s status
5.	 Unmanaged risks
6.	 Poor communication among customers,  

	 developers, and users
7.	 Use of immature technology
8.	 Inability to handle the project’s complexity
9.	 Sloppy development practices
10.	 Poor project management
11.	 Stakeholder politics
12.	 Commercial pressures

While the article categorized deficiencies into technical, proj-
ect management, and business decision deficiencies, it can also 
be noted that nine of the 12 factors are human factors. A recent 
focus has been placed on management and people issues in 
the software development process. 

This focus on the importance of people in the software 
engineering process has appeared in early works ranging from 
McGregor’s [3] Theory X - Theory Y to Deming’s [4] Total Qual-
ity Management approach. To further quantify the impact of 
people in the software development process, both the Construc-
tive Cost Model [5] and Software Evaluation and Estimation of 
Resources (SEER) [6] software estimation models forecast the 
relative impact of the development environment parameters. The 
most important parameter group (Staff Capability) shows a rela-
tive cost impact of 0.5 on the positive side and greater than 2.2 
on the negative side (see Figure 1).
 
Figure 1: Relative cost impact of the Constructive Cost Model 
and SEER environment parameters

A second aspect relative to the importance of people in the 
product–process–people triad is the generational diversity that 
is now representative of a majority of the workforce population. 
Today’s workforce is divided among Baby Boomers; generally 
described as those born between 1944 and 1966, Genera-
tion X; born between 1967 and 1979, through Generation Y; 
born between 1980 through 1995. Each workforce generation 
is shaped by key events in their development and results in 
differing needs, desires and expectations as it relates to work 
environments. For example, Generation Y has never known a 
time in which there was no Internet. They have grown up in a 
“connected” world. This has helped to shape their expectations 
in terms of teaming, communication, learning and information 
sharing. There are growing cases of Generation Y Project Man-
agers (PMs) who are now managing Baby Boomers [7]. These 
dynamics presents new challenges to projects such as software 
development and, at a minimum, require an awareness of differ-
ences in expectations and outlooks. 

Unless people are considered as an equally important leg 
supporting the product–process–people triad of software engi-
neering, the results will remain inconsistent and unstable at best. 
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 Information Instrumentation Motivation 

Environment Supports Data 

Relevant and frequent 
feedback about the 
adequacy of performance. 

Description of what is 
expected of performance. 

Clear and relevant guides 
to adequate performance. 

Resources 

Tools and materials of work 
designed scientifically to 
match human factors (e.g. 
databases, digital systems, 
knowledge management 
tools). 

Incentives 

Adequate financial 
incentives made contingent 
on performance. 

Non-monetary incentives. 

Career development 
opportunities. 

Person’s Repertory 
of Behavior 

Knowledge 

Scientifically designed 
training that matches the 
requirements of exemplary 
performance. 

Informal learning 
opportunities. 

Capacity 

Flexible schedule of 
performance to match peak 
capacity. 

Selection. 

Supportive devices (e.g. 
prosthesis, text readers) 

Motives 

Assessment of people’s 
motives to work. 

Recruitment of people to 
match the realities of the 
situation. 

 

1. Holistic Project Coaching
Given this background, one approach which has proven to 

have a positive impact on the software development process 
is Holistic Project Coaching (HPC). HPC is an experiential, 
performance-oriented development process that builds a project 
team’s capability to achieve short- and long-term project suc-
cess. It is conducted via individual and team-based interactions, 
incorporates multiple perspectives, and focuses on building 
positive actions based on mutual trust and respect. 

HPC utilizes an existing member of the project team to act as 
the PC. The PC is not an additional resource; rather they are an 
internal team member who works in conjunction with the PM to 
ensure project success by bridging technical and non-technical 
issues as was the case in our case studies. The PM and PC are 
co-supportive of each other. The PC supports the PM with Proj-
ect Management Body of Knowledge (PMBOK) practices and 
techniques, but primarily focuses on such activities as conflict 
management, purposeful on-the-job education, cyclical assess-
ment and Human Performance Technology (HPT); all of which 
are outside the PMBOK scope. This allows the PM to continue 
his or her focus on development, schedule, and quality. 

HPC is applied to both individuals and the team as a whole. 
The HPC process has four primary underpinnings that serve as 
the foundation for HPC activities. These include KM, cyclical 
assessment, informal learning, and dynamics coaching. The PC 
is responsible for the facilitation and application of the following 
four prongs of HPC:

1.1 HPC and KM
The objective of KM is to improve the quality of decision mak-

ing by ensuring that the right information is available to the right 
person, at the right time, to enable an individual or team to make 
an informed decision. The quality of services delivered is directly 
impacted by how the team responds to circumstances. Their 
response will be governed by what they perceive their options to 
be as well as the consequences and benefits of those options. 

Their overall knowledge of the situation will ultimately influence how they execute 
processes and what the output quality will be. 

KM can aid the team’s ability to adapt and overcome challenges through 
collaboration and shared knowledge. An effective KM strategy will positively influ-
ence project costs by increasing staff capabilities through knowledge discovery, 
sharing, and collaboration thus contributing to workforce development.

As shown in Figure 2, KM is often expressed as a knowledge hierarchy [8]. 
Data is the foundation from which we obtain information, build knowledge, and 
apply wisdom. Data itself is just a point in space and time without reference to 
either space or time. It has no context and thus has little or no meaning. Informa-
tion (the what, who, when, where) is built from the understanding of the relations 
between the data. Information generally does not provide a foundation for why 
the data exists, what it is, nor how the data is likely to change over time. Thus 
information is simply the relationship between data and has great dependence on 
context for its meaning with little implication for the future.
 
Figure 2: Data – Information – Knowledge – Wisdom Hierarchy

Knowledge (the how) is based on patterns that exist amidst the data and 
information. These patterns have a tendency to create their own context rather 
than being context dependent like information. They also provide a high level of 
reliability or predictability as to how the pattern will evolve over time. They have 
completeness to them that information simply does not contain. Wisdom (the 

why) is generated when understanding of 
the foundational principles responsible for 
the patterns representing knowledge is 
achieved. Likewise, wisdom, even more so 
than knowledge, tends to create its own 
context.

Why is this important for the PC? The 
goal of KM is to try to maximize the value 
of knowledge holdings within an organiza-
tion. This includes knowledge that is both 
explicit (e.g., codified) and tacit (i.e., “know 
how”). KM facilitates access to knowledge 
including pointers to tacit knowledge and 
thereby encourages collaboration, innova-
tion, and promotion of existing knowledge 
as a foundation for new ideas.

For the PC, KM hinges on creation of 
a sound KM plan. A good KM program 
facilitates capture during the entire project 
lifecycle. At a minimum, a KM plan should 
include:
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•	 Mission: What are your goals? What knowledge is useful 
	 to that mission?
•	 Competition: How are you gaining and maintaining 
	 competitive advantage? How are you going to improve 	

	 comprehension and knowledge building within your 
	 stakeholder community?
•	 Performance: How are you going to deliver results? How do 	

	 you get the right information to the right person at the right 	
	 time to improve decision making?

•	 Change: How will you cope with change? How do you 	
	 make outside external knowledge available to help your 	
	 organization adapt and overcome?

A critical task for the PC is facilitating knowledge transfer. 
Knowledge transfer is defined as the process through which 
one unit of an organization is affected by the experience of 
another. The knowledge transfer process consists of identify-
ing the knowledge holders within the organization, motivating 
them to share, designing a sharing mechanism to facilitate the 
transfer, executing the transfer plan, measuring to ensure the 
transfer, and applying the knowledge transferred. The effective-
ness of knowledge transfer can be measured by how the receiv-
ing organizational behavior changes; that is, how they apply it.

Some common impediments to knowledge transfer that HPC 
can help resolve are: areas of expertise identification, internal 
conflicts (territorial), generational differences, union-man-
agement relations, incentives, geography or distance, culture, 
knowledge visualization, faulty information, motivational issues, 
and lack of trust.

Tools at the PC’s disposal for KM and transfer range from 
content and document management systems for explicit knowl-
edge to newer web tools such as social networking sites for 
tacit knowledge. A robust KM strategy will most likely consist of 
a mix of several components that may or may not be technology 
based. The PC can help to determine the best mix of tools and 
which will best support the project team. 

1.2 HPC and Cyclical Assessment
A primary role of the PC is to continuously measure the pulse 

of the individuals and the project team as a whole (including the 
PM). As previously noted, the PC is concerned with the human 
factor; that is, the support required to ensure success in terms 
of human performance. In contrast and as the name implies, a 
PM is primarily concerned with managing such aspects of the 
project as schedule, budget, and quality. 

PCs and PMs are both constantly monitoring; however the 
PM primarily monitors the project and the PC primarily monitors 
the people. Additionally, the PC often includes the PM’s needs in 
the measurement of the health of the project since the PM has 
a profound impact on the success of the project.

Teams are dynamic and are in the midst of a dynamic activity 
called a project. Because of this dynamic nature, the PC must 
conduct ongoing assessments of the team and individual’s 
health and needs. But what do they measure? 

The field of HPT provides several models that can help to 
guide the HPC in this matter. Thomas Gilbert’s Behavioral Engi-
neering Model (BEM) [9] proposes that it is possible to engineer 

worthy performance. To do so, the PC must provide environmen-
tal support and individual support. 

Within the environment, the PC must measure what deficits 
exist in terms of data, resources, or incentives. Once a deficit is 
identified, the PC’s role is to modify the environment to provide 
the necessary support. This can be a challenging undertaking 
and years of measurement using the BEM have revealed that 
challenges to exemplary performance in the workplace are most 
frequently tied to deficits in environmental support. In the words of 
HPT pioneers Rummler and Brache, “If you pit a good performer 
against a bad system, the system will win almost every time” [10]. 

Within the individuals, the PC must measure possible deficits 
in knowledge, capacity, or motivation. A deficit in knowledge 
is most often tied to a need for formal or informal learning. A 
deficit in capacity is most often tied to improving the selec-
tion process to bring on the right people for the work at hand. 
A deficit in motivation is probably the most challenging as this 
relates to intrinsic motivation within the individual. Addressing 
this deficit is often accomplished by merely assessing what 
motivates individuals and feeding that information into incentives 
within the environment. 

A primary strength of HPC is the dynamic nature of the 
assessment–implementation cycle the coach uses to identify 
and measure the ongoing needs of the project team and to 
implement solutions. From each assessment, the PC can then 
create micro-implementation plans to meet immediate human 
and resource needs. Measurement tools are used from a broad 
array of disciplines ranging from psychology (e.g., personality 
tools) to organization behavior (e.g., 360-degree feedback). 
Once a plan is implemented, a cyclical series of assessments 
followed by modified implementation and reassessment con-
tinues throughout the life of the project. A key to success for 
the PC (and for the team) is this constant measurement and 
implementation cycle.

 
1.3 HPC and Informal Learning

One of the strengths of a project team is the ability to share 
knowledge and wisdom informally and to create new knowledge. 
This process is known as informal learning and is a primary 
tenet of HPC.

Of the three generations in the workforce, Generation Y has 
strongly embraced informal learning using techniques and tools 
such as blogs, Tweets, and social networks. Generation Y has 
never known a world without computers [11]. Similarly, a majori-
ty of Generation X has grown up in a work environment in which 
computer use has grown exponentially [12]. This technologically 
savvy workforce has different communication expectations than 
its Baby Boomer predecessors. Informal learning allows use of 
newer technology-based tools to assist in augmenting the com-
munication and learning environment. 

Traditional training tends to be monolithic in nature where 
pre-planned courses that consist of defined lessons and topics 
are prescribed for any person with a knowledge deficit in that 
particular area. From an organizational point of view, traditional 
training is efficient in terms of measurement and tracking. 
Learners sign up for specific courses, receive scores upon 
completion, and are assigned further courses based on the 
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outcomes. But from the individual perspective, traditional train-
ing approaches cannot easily account for individual differences, 
individual learning styles and preferences, and nuances in learn-
ing needs. 

In contrast, informal learning is micro in nature. It is a ground-
up approach. Individuals share their thoughts and experiences 
on specific topics. Persons interested in learning about the 
specific topic take in the information provided, critically assess 
the value and validity of the information, and assimilate the new 
information into their internal mental schema. This is a funda-
mentally different approach to learning. It is driven and directed 
by the learner seeking data, information, knowledge, and 
wisdom. Additionally, the learner must then assess the value of 
the new information and determine if and where this information 
should now exist to expand their worldview.

As such, there are several benefits to informal learning:
•	 Just-in-time: Learners seek out information from immediate  

	 colleagues, recognized experts, and easily accessible  
	 information at their point of need. It is not pre-scheduled.

•	 Just What I Need: Informal learning is efficient because  
	 learners only seek out what they need to know to meet  
	 their immediate need. 

•	 Gestalt: Informal learning tends to happen in synergistic  
	 relationships and therefore often results in the creation of  
	 new knowledge. The learner’s mental model now has new  
	 connections and becomes deeper and richer.

•	 Critical Thinking: The process of learning informally  
	 requires the application of critical thinking skills. Because  
	 there is no official vetting process, learners must conduct an  
	 evaluation of incoming information to determine its validity  
	 and how to assimilate it into their existing mental models.

Three primary challenges related to informal learning include: 
•	 Tracking and Measuring Learning: from an organizational 	

	 perspective, measurement of learning is key to determining  
	 if knowledge and skill gaps are being filled. Measuring the  
	 impact of informal learning is often more subtle; did the  
	 learner progress through the process because they found the  
	 information they needed? How long did they have to search  
	 to find the information they needed? 

•	 Required Communication and Collaboration Tools: the  
	 ability to participate in informal learning is dependent upon  
	 being able to access data, information, knowledge, and  
	 wisdom. It is also closely tied to open communication  
	 channels and tools that support collaboration. Social  
	 networking and web 2.0 tools [13] are coming into accepted  
	 use at an amazing rate within organizations. These tools are  
	 ideal to both capture micro-learning content and to share it in  
	 unobtrusive manners. Common tools in this genre include  
	 blogs, wikis, tweets, crowd sourcing, and status updates. 

•	 Quality of Content: A major challenge in the world of  
	 informal learning is the responsibility of the learner to make  
	 a critical determination about the quality of the content they  
	 are learning. New tools are emerging (e.g., rating systems,  
	 expert profiles systems) and new research is being  
	 conducted that will help learners make these determinations,  
	 but the responsibility still rests on the learner’s ability to make  
	 a proper assessment. 

As the value of informal learning becomes recognized and as 
new tools come to use, these challenges can be overcome.

1.4 HPC and Dynamics Coaching
As noted previously, a PC is created to focus on the human-

istic needs of the team in relation to the project and provide 
the care and feeding needed as projects and teams progress 
through the project lifecycle as well as the many facets of team 
dynamics. For discussion purposes we make an underlying 
assumption that teams are composed of members selected pri-
marily because of technical capabilities. The PC looks further to 
discover typically untapped, intangible resources residing within 
each employee. Some examples include abilities such as leader-
ship, communication, problem solving, organization, relationship 
building, and consensus building to name but a few. 

Many personality and strength identification tools exist to 
assist a PC in discovering these hidden gems. While specific 
tools cannot be recommended in this article due to legal restric-
tions, it is recommended that a combination of personality and 
strength indicator tools be used to provide a well-rounded data 
set. The personality tool reveals information about who the 
person is and how they prefer to work and interact. The strength 
tool identifies skills and talents that even the individual may not 
know they possess.

Once the team has identified personality and strength factors, 
a team-blending meeting is held where team members simply 
share their results and make each other aware of what each 
person has to offer. The PC facilitates this meeting and begins 
to strategize with the team concerning optimal usage of each 
member’s strengths. More seasoned coaches can build Integra-
tion Charts where team members are combined for specific 
tasks based upon combined strengths or to compliment an iden-
tified limitation. An example might be to assign a team member 
with an innate ability to communicate with people and get them 
to feel comfortable in speaking and exploring issues and link 
them with another team member who possesses organizational 
and strategic thinking to meet with customer groups in building 
a requirements document or a risk management plan. The entire 
purpose of understanding the individual composition of the team 
is to place people in a position of strength and aptitude to lend 
to overall team and project success. 

Redistributing tasks based on individual strengths is a 
Dynamics Coaching element that results in increased team 
productivity. This is because teams begin to grow in confidence 
due to the fact members are now working in areas where they 
are naturally talented. They also begin to blend and work more 
harmoniously because teams now better understand each 
other’s strengths and recognize differences among themselves 
as alternate strengths rather than discordant traits which can 
break teams down. Individuals also show a significant increase 
in productivity. This may seem obvious, but Gallup polls report 
[14] only 32% of U.S. workers utilize their primary strengths in 
the work they perform daily. This statistic reveals the heightened 
need for an increased focus on individual and team strengths if 
an organization is to harness the most productivity from a team. 
Gallup also reports: “People who use their strengths every day 
are six times more likely to be engaged on the job and three 
times more likely to be happier with their lives in general. Not 
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are proven to get closer to true resolution in a shorter amount 
of time than groups who do not practice conflict resolution type 
activities [20, 21, and 22]. Armed with the understanding of the 
dissonance of Relational and Functional Conflict, a PC can now 
be on constant lookout for burgeoning disputes and must be 
prepared to act upon them immediately by turning team focus 
from relationally conflictive topics to functionally conflictive ones. 

Some conflicts are purely relational in nature and can be 
solved by more mature HPC techniques not discussed in this 
article, but many conflicts are functional in nature, but have been 
convoluted and complicated by relational conflict. The following 
steps are suggested to move a team from a relational to a func-
tional state of conflict when functional issues are present:

1.	 Gather the parties in dispute
2.	 Hold a discussion about the nature of the problem
3.	 Identify the functional elements of the problem
4.	 Lead and focus discussions on how to solve the  

	 functional aspects
5.	 Minimize and redirect relational comments
6.	 Hold follow-up sessions to discuss functional progress  

	 until progress is made
Dr. Gerald Weinberg stated, “No matter how it looks at first, 

it’s always a people problem [23].” Project teams have un-
tapped resources and can solve innumerous problems when 
working together in harmony and building off each other’s 
strengths. HPC’s Dynamics Coaching element is designed to 
tap into those previously untapped resources to (1) shape and 
unite teams, (2) move projects and people toward success, (3) 
identify individual and team strengths, and (4) build trust and 
rapport without bringing in outside assistance that may slow or 
disrupt the sometimes fragile balance of project team dynamics. 
Dynamics Coaching should become a natural part of managing 
any project. 

2. HPC and Workforce Development
HPC is also valuable in shaping a workforce for long-term 

success. The benefits to an organization include: 
Strong Skills: Getting the right resources to the right people at 

the right time strengthens employees’ technical and non-technical 
skills and improves the overall competence of the workforce.

Highly Competitive: HPC addresses humanistic factors that 
cause project failure, optimizes the skills and talents of individu-
als and teams, and mitigates the risks commonly associated 
with software engineering projects, which enables an organiza-
tion to be much more effective and economical. This greatly 
increases competitiveness in the marketplace.

Agility: Because the strengths of employees and teams and 
the HPC principles are easily transportable to other projects, 
the workforce becomes much more adaptive and better able to 
respond to new, complex situations. 

Productivity: HPC enhances the effectiveness of both 
individuals and teams through collaboration and synergy. This 
significantly increases productivity.

Employee Satisfaction: One of the greatest benefits of HPC 
is employee satisfaction. Empowerment, trust, and ownership 
are powerful motivators, and HPC builds trust between team 
members and management, values the individual, inspires the 
team, and motivates and rewards the workforce. This enables an 

only do engaged workers stay on the job longer–saving millions 
in training and turnover costs–but they also get more done while 
they are there. So when workers are able to apply their talents 
and strengths at work, productivity also rises” [15].

Another beneficial result of the Dynamics Coaching element 
is an increase in team trust. Trust is the high-octane fuel that 
really makes team engines roar. Steven H.R. Covey reports [16] 
trust increases the speed of business and reduces costs. A 
study published in the European Journal of Work and Organiza-
tional Psychology concluded: “Cooperative behaviors were the 
second strongest component of trust” [17]. Conversely, break-
downs in team civility will reduce productivity and increase costs. 
A 2009 national study [18] consisting of a large diverse sample 
of managers and employees reports that of those among co-
workers who have been offended: 

•	 48% intentionally decreased work effort
•	 47% intentionally decrease time at work
•	 38% decreased time at work
•	 80% lost time worrying about the incident
•	 63% lost time avoiding the offender
•	 66% said their performance declined
•	 78% said their commitment to the organization declined
The studies [17, 18] augment the need to create harmoni-

ous and cooperative teams. Such harmony is accomplished by 
focusing on the secondary Dynamics Coaching role of the PC; 
harnessing and resolving conflict. Conflict is generally thought 
of as bad and in most cases this is true, but in some cases, a 
specific type of conflict is very beneficial and can boost produc-
tivity, creativity, and harmony. 

Relational Conflict is a term defined by Steven P. Robbins 
[19] that describes a mean-spirited and personal type of conflict 
involving differences between people and their personalities. 
These conflicts revolve around team members and behaviors 
and do not lend themselves to productivity or team harmony in 
any way. In fact Relational Conflict is the seedbed for mistrust.

The beneficial element of conflict was termed Functional 
Conflict [19] by Robbins and is described as two parties dis-
agreeing about the functionality of an occurring problem or its 
functional solution. Some examples include two team members 
disagreeing about how to diagnose a problem, what method-
ology to use in developing a solution, disagreeing about the 
outcome of a procedure, or the amount of resources needed to 
accomplish a task. Personality is removed in each example and 
a focused discussion is held where both parties are focused on 
how to solve a problem rather than the people who are trying 
to solve a problem and therein is the difference. This thought 
process stems from a portion of our brains called the neocor-
tex where rational and logical thoughts occur. It is where we 
perform reasoning, problem solving, decision making, impulse 
control, and limit the emotional portion of our brains. Try to be 
angry or sad while solving a complex math problem and you 
will find out it is next to impossible because the neocortex and 
the amygdala (the part of the brain that performs emotional 
reactions and stores emotional events) are separate in location 
and function; making it difficult for each to work in conjunc-
tion with one another. This mutually exclusive trait of the brain 
provides insight on how to bring relationally conflicted groups 
together using functional conflict. Functionally conflictive groups 
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organization to attract and keep the best employees.
HPC plants seeds of excellence that can blossom any-

where, creating a highly competent workforce that thrives on 
change and challenges, and that is highly motivated and pro-
ductive. This in turn makes the organization more competitive 
and able to accomplish diverse and profitable projects. HPC 
has a profound impact on the project, the workforce, and the 
bottom line.
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Abstract: Today’s systems are increasingly threatened by unanticipated 
change arising from volatility in user requirements, Information Technol-
ogy (IT) refresh rates, and responses to security vulnerabilities. With the 
rapidly changing world of IT, long static development cycles of a Software 
Intensive System (SIS), a system in which software represents the largest 
segment in one or more of the following criteria: system development 
cost, system development risk, system functionality, or development time 
[1] may doom the system before development begins.

An Agile Systems 
Engineering Process 
The Missing Link?

A report from the U.S. Army War College estimates that com-
mercial electronics have a typical refresh rate of 12-18 months 
but may be less [7].

Cyber security further complicates the picture. The rate 
at which vulnerabilities are identified in a system cannot be 
predicted. According to the National Vulnerabilities Database, 
between 2000 and 2009 there was an average of 3,825 
vulnerabilities reported each year due to software flaws alone 
[8]. The need for a responsive systems engineering process to 
rapidly address unforeseen vulnerabilities is imperative for the 
development of a secure system. 

The Office of the Assistant Secretary of Defense for Net-
work Information Integration conducted an analysis of 32 major 
information system acquisitions and found the average time to 
deliver the Initial Operating Capability was 91 months [3]. With 
the DoD’s history of long delivery cycles and the short time re-
quired for technology refresh, the systems engineering process 
needs to be responsive to changes introduced both by the user 
and technology. 

This inability to respond rapidly to change is nothing new. 
Software engineering recognized the pitfalls of a strictly sequen-
tial development process a number of years ago. The contempo-
rary school of thought in software engineering has evolved away 
from considering a waterfall approach as the primary sequence 
of development activities and toward approaches that embrace 
change by segmenting software development into manageable 
change-resistant increments and allowing change to take place 
at increment boundaries [5]. Ultra-modern approaches–known 
as agile processes–have emerged to match the pace in which 
change is encountered during software development. Agility is 
“the speed of operations within an organization and speed in 
responding to customers (reduced cycle times)” (Massachusetts 
Institute of Technology). The degree of agility when developing 
an IT system is the organization’s ability to respond to changing 
requirements and technology. With the quick technology refresh 
rate, long development cycles could place a system in a state 
of obsolescence prior to initial release. With the ever-changing 
world of technology, the need to change without notice through-
out the development lifecycle is paramount to success. 

Just as the software community has moved toward a more 
agile approach to become more responsive to changes through-
out the development lifecycle, the systems engineering com-
munity needs to follow a similar approach to remain competitive 
in today’s rapidly changing environment. 

Past Performance
Failure to deliver a successful SIS can rarely be attributed to 

one project deficiency; however, the inability to rapidly adapt to 
change appears to be an underlying theme in many SIS devel-
opment failures. A successful SIS is defined as a system that is 
on time, within budget, and contains all of the required features 
and functions [9]. Instead of steadily making improvements on 
the successful delivery of SISs, the Standish Group 2009 Chaos 
report showed a “marked decrease in project success rates,” in 

Delivering a SIS that is on time, within budget, and on schedule 
has been shown to be problematic [2]. This problem will only in-
crease as the complexity of SISs within the DoD grows and more 
functionality within systems is relegated to software [3] [4]. 

Traditional systems engineering portrays systems develop-
ment as a top-down, waterfall-centric process, one that relies on 
explicating requirements as early as possible. Such a perspec-
tive tends to postpone modifications until the maintenance 
phase [5], thus thwarting early insertion of technology or a 
nimble response to changes in user needs. Though the technol-
ogy refresh rate varies from system to system, a report from 
the state of Michigan shows the following industry computer 
technology refresh trends: 

1.	40% of companies are on a four-year cycle for refreshing 	
	 personal computers (hardware), and

2.	Microsoft plans a two-year cycle to release a new operating  
	 system (software) [6].
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which only 32% of projects were successfully delivered when 
compared to the 35% reported in their 2006 report [9] [10].

The U.S. Government Accountability Office (GAO), an 
“independent, nonpartisan agency that works for Congress,” 
investigates how the government spends taxpayers’ dollars [11]. 
The Air Force is developing an F-22 aircraft that is intended 
to provide increased capabilities over current aircraft. A GAO 
report found the program has undergone several changes since 
the development began in 1986 and the Air Force cannot afford 
to purchase the quantities of the aircraft that were initially antici-
pated. This was partially attributed to the Air Force adding more 
robust air-to-ground attack requirements in 2002. In addition 
to the change in requirements, the Air Force has determined 
that a revised computing architecture, as well as new computer 
processors were needed to support planned enhancements, 
both of which further increased program costs [12]. Previous 
experience shows that changes within a SIS are inevitable, 
whether or not there is a change in requirements or technology. 
Though predicting these changes may be difficult, processes 
can be structured to be more responsive to these unanticipated 
changes. Increasing agility within the systems engineering 
process is one mechanism that may result in increasing the suc-
cessful delivery of a SIS.

Growth of SISs
The software within today’s systems is only increasing. Ex-

amining the correlation between the Executable Software Lines 
of Code (ESLOC) and time in various DoD systems (Figure 
1) shows a steady increase in ESLOC in related systems over 
time. The Aegis system introduced in the early 1980s had less 
than 2 million ESLOC. The Virginia SSN introduced roughly 20 
years later contained over double the ESLOC and the estimated 
ESLOC for the DDX system is just under 10 million. 

The increase in ESLOC means that more of the system’s 
functionality is being performed by software. Functions per-
formed by software in DoD aircraft (Figure 2) has increased 
from 8% for the F-4 Phantom II in 1960 to 80% for the F-22 
Raptor in 2000. With the proliferation of software within current 
systems, problems that were inherently software are evolving 
into system problems [4].

DoD systems are not the only systems experiencing an 
increase in software; the automotive industry has also seen an 
increase. In 1977 the Oldsmobile Toronado contained the first 
productive microcomputer Electronic Control Unit used for only 
electronic spark timing [13]. Just a year later, the Cadillac Seville 
offered on its Cadillac Trip Computer a software-driven display 
of speed, fuel, trip, and engine information [13]. By 1981, GM 
was using microprocessor-based engine controls executing 
roughly 50,000 Software Lines of Code (SLOC); today it is 
estimated that a premium automobile takes dozens of micropro-
cessors running 100 million SLOC [13].

When determining the impact of software on overall system 
cost, Broy notes that “the cost of software and electronics can 

Figure 1: Increase in Software in DoD Systems

Figure 2: Functions Performed by Software (Nelson and Clark)

reach 35% to 40% of the cost of a car [13]. A study conducted 
by the Center for Automotive Research had similar findings [14] 
stating, “Software made up only 16% of a vehicle’s total value in 
1990, this figure had increased to 25% by 2001. By 2010, the 
share of a car’s total value is expected to climb to almost 40%.” 

The inability to deliver a successful SIS will only be exacer-
bated as software continues to become an increased portion of 
a system’s composition. 

SIS Development
Development of a SIS can be envisioned as an amalgamation 

of three aspects: business, system, and software. Though there 
is some overlap among these aspects, general responsibilities 
can be attributed to each aspect. 

The business aspect is responsible for the overall acquisi-
tion of the system including contracting, funding, operational 
requirements, and overall system delivery structure. The system 
aspect is responsible for the overall technical and technical 
management aspects of the system and serves as the interface 
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between management and engineers. The software aspect is 
responsible for the software items contained in the SIS. 

When developing a SIS, all three aspects need to work in 
harmony to produce a successful final product. Traditionally, 
when using a once-through development methodology, the busi-
ness aspect would provide the funding and operational require-
ments to the system aspect. The system aspect would further 
decompose the requirements and allocate them to software or 
hardware. These items would then be developed and integrated 
resulting in a completed system. Given that major information 
systems average a 91-month gap from operational requirements 
definition to system delivery, defining requirements that far in 

advance of technology that is changing every 12 to 18 months 
suggests that the end result will not be an up-to-date system. 

The need for increased agility has been identified within the 
business aspect and there are initiatives aimed at develop-
ing an agile framework within this aspect. Per the fiscal year 
2010 National Defense Authorization Act, section 804, the U.S. 
Congress directed the Secretary of Defense to, “develop and 
implement a new acquisition process for IT systems” [15]. This 
new Defense Acquisition System process must include: Early 
and continual involvement of the user; multiple, rapidly executed 
increments or releases of capability; early, successive prototyp-
ing to support an evolutionary approach; and a modular, open-
systems approach [15].

Moreover, this process should be based on the March 2009 
report of the Defense Science Board (DSB) Task Force on De-
partment of Defense Policies and Procedures for the Acquisition 
of Information Technology [15]. The DSB report concluded, “The 
conventional DOD acquisition process is too long and too cum-
bersome to fit the needs of the many IT systems that require 
continuous changes and upgrades” [3].

The report noted that an agile acquisition approach would 
increase IT capability and program predictability, reduce cost, 
and decrease cycle time. 

In addition to the emerging Agile IT Acquisition Lifecycle, the 
DoD developed an agile requirements process for IT Systems 
called the “IT Box” [16]. The Joint Requirements Oversight 
Council Memorandum 008-08 stated, “IT programs are dynamic 
in nature and have, on average, produced improvements in per-
formance every 12-18 months” [17]. Recognizing the need for 
performance improvements, the IT Box allows IT programs the 
flexibility to incorporate evolving technologies.

Lack of evidence implies the system aspect does not have 
similar agile initiatives. There are several systems engineering 
guides and standards available such as the Defense Acquisition 
Guidebook (DAG) Chapter 4, EIA-632, IEEE std 1220-2005, 
ISO/IEC 15288, and ISO/EIC 26702 [18,19,20,21,22]. In 
practice, no single systems engineering standard is used, but 
instead a combination of standards. For example, the Air Force 
produced Instruction 63-1201, Life Cycle Systems Engineer-
ing, which references numerous systems engineering standards 
and is to be used in the development of all AF systems [23]. 
These guides and standards provide the overall structure of the 
systems engineering process as well as identify characteristics 
required during the process. 

IEEE Std 1220-2005 defines a systems engineering process 
(Figure 3) as, “a generic problem-solving process, which provides 
the mechanisms for identifying and evolving the product and pro-
cess definitions of a system.” It further notes that the SEP should 
be applied throughout the system lifecycle for development and 
further identifies the lifecycle stages (System definition stage, 
Preliminary design stage, Detailed design stage, Fabrication, 
assembly, integration, and test stage, Production and customer 
support stages). However, it does not detail how the SEP should 
be applied from an agile project management perspective.

 
Figure 3: Std 1220-2005 Systems Engineering Process

Figure 4: DAG Systems Engineering Processes (University, DAU Information 
Resource Management 202 Course)
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In contrast to IEEE Std 1220-2005, the DAG, Chapter 4, 
divides the SEP into two categories: Technical Management 
Processes and Technical Processes [18]. At a high level, the ge-
neric Technical Processes frame the steps necessary to develop 
a system whereas the Technical Management Processes are 
used to manage the technical development (Figure 4). 

In addition to further describing key activities in each process 
area, the DAG contains some systems engineering best prac-
tices such as employing a modular design and designating key 
interfaces [18].

Current systems engineering guides and standards provide 
a waterfall-like structure and key systems engineering char-
acteristics that are imperative for successful system develop-
ment. However, they do not provide a framework for planning 
and managing projects that allow systems engineers to rapidly 
respond to the changes. The design and implementation of such 
a framework is left to the systems engineers who are provided 
little guidance. The structure and characteristics provided need 
to remain intact while their application needs to be framed such 
that it allows for an agile implementation.

Similar to the system aspect, the software aspect has a num-
ber of standards available such as ISO 12207, ISO 9001 and 

the Capability Maturity Model Integrated (CMMI®) [24,25,26]. 
The CMMI was a collaborative effort by the U.S. government, 
industry and Carnegie Mellon [27] that contains a process 
improvement model consisting of best practices addressing 
activities throughout the products lifecycle [24]. 

ISO 12207 “contains processes, activities and tasks that are 
to be applied during the acquisition of a system that contains 
software” [26]. A limitation identified within ISO 12207 is that 
it does not specify details on how to implement the identified 
activities or tasks [26]. 

As with the system aspect, the software aspect guides and 
standards only provide the characteristics required; however, 
the software aspect has agile frameworks built on top of these 
standards, that allow software to be developed in an atmo-
sphere where requirements are changing. One such agile frame-
work is called Scrum. Scrum was formalized by Ken Schwaber 
at the Object-Oriented Programming, Systems, Languages and 
Applications conference in 1995 [28]. Since Scrum has been 
in existence for 15 years, it has a large collection of lessons 
learned, as well as success stories, which have contributed to its 
current state. These additional frameworks allow the Software 
Aspect increased agility during the development process. 
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REFERENCESConclusion
The rapid technology refresh rate coupled with the need to 

respond to changing requirements requires a complete agile 
development process; one where the business, system, and 
software areas contain an agile framework and work in unison 
to create a successful SIS. A deficit in any of the three areas 
will cripple the overall process. The increase in software within 
today’s systems only increases the need for an agile systems 
engineering process. 

The emerging DoD Agile IT acquisition lifecycle and IT Box 
provide the foundation for the business area’s transformation to 
agility. Currently, nothing is being done to address the lack of re-
sponsiveness within the system area. The system area provides 
the critical link between the business and software areas; as 
such, lack of agility in the system area can have a debilitating ef-
fect on the overall development process. This increases the risk 
of negating both the improvements being made in the business 
area and the existing agile processes in the software area. 

The development of an agile system engineering framework 
is required to enhance the overall effectiveness of the SIS 
development process. Key interfaces also need to be identi-
fied from the system area to the business and software areas 
enabling seamless communication between adjacent areas.

Disclaimer:
®CMMI is registered in the U.S. Patent and Trademark Office 

by Carnegie Mellon University.
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PEOPLE SOLUTIONS TO SOFTWARE PROBLEMS

Jonathan Powell, CACI

Abstract: People solutions to software problems is a misnomer. In the 
final analysis, people are the only solution to software problems. A quali-
fied team built on trust and engagement optimizes organizational produc-
tivity and can solve any issue with software.

From MBWA 
to LBWA 
21st Century People 
Solutions for 
Software Problems

requirements, design the software, build the prototype, make 
it ready for production, and then support it through operations 
and maintenance. It still comes down to people, and I submit it 
will come down to people for a long time to come. Even in the 
far out future, as parts of this chain are automated, people will 
be needed to intercede, because software is not perfect, and 
problems always arise.

So if one’s ability to overcome software challenges fundamen-
tally comes down to people, the question becomes, “How do I get 
the most out of my people?” This will be the focus of this article.

Hiring
Since people are the key to overcoming software challenges, 

this essential topic needs to be addressed on the front end. 
Everyone understands the basics of hiring–what skill sets do I 
need and for what level of personnel (junior, mid-level, senior). 
What so many teams fail to do is institute rigor with respect to 
a person’s “fit.” All corporations have a culture, and within that 
umbrella one can find variations on different software develop-
ment teams. As program manager for a large, complex, custom 
software development effort for the U.S. Army, I have personally 
interviewed all developers brought on to the team. The program 
peaked at 60 people, so maintaining this policy was certainly 
challenging. However, I viewed it as vital, and I’m not alone. For 
decades Admiral Rickover personally interviewed all Junior 
Officers who entered the nuclear Navy. Jim Collins in the book 
Good to Great cautioned on the need to be slow to hire. Robert 
Townsend, former CEO of Avis wrote, “The important thing about 
hiring is the chemistry or vibrations between boss and candi-
date: good, bad, or not there at all” [1].

Fit is important because it helps minimize transition costs. Hir-
ing is costly. These costs are exacerbated if someone is brought 
in who requires extra training, or doesn’t follow the team’s 
behavioral norms, therefore negatively impacting productivity. 
Worst case, the person cannot adjust and has to be removed.

Best case, the person is able to adjust to function seamlessly 
within the team. And this best case is exceedingly rare, because 
for experienced professionals, change does not come easily as 
one’s work patterns have become set over a number of years.

Let me give you an example. We had a developer who did not 
fit. One of his major issues was not being able to collaborate ef-
fectively with his fellow developers, which severely impeded his 
progress because it is a complex object oriented system. Since 
he failed to collaborate with his peers, his code was frequently 
rejected by the Test Team. Here he failed in another major 
way–instead of working with the Test Team to understand their 
reasons for rejection and establishing a way forward, he would 
simply adjust the software to his liking, and toss it back over the 
wall to Test, where it was invariably rejected again. By the time 
the issues with this developer were escalated to my level, it was 
clear he was set in his behavior and was not going to change. 
We put him on a performance improvement plan in accordance 
with company policy and had to dismiss him when he did not 
improve as the plan stipulated.

Introduction
If the DoD is to remain the wellspring of U.S. technological in-

novation in the 21st century, it must develop and institutionalize 
new and different approaches to people management.

The changes required run the gamut, from recruiting to day-
to-day working conditions. Some of these areas have started 
to be addressed widely (examples include streamlining the 
recruiting process and expanding telecommuting). This article 
includes advice on some of the areas already examined, as well 
as an area that hasn’t received as much attention, but is as vital 
(if not more so) to maximizing the organization’s productivity and 
opportunities for innovation.

We have not evolved to the point where software is capable 
of designing, building and deploying itself. Nor have we reached 
the point where, once deployed, the software can configure, 
maintain, and enhance itself. Sure, certain advancements have 
been made. Automation is now found throughout the software 
development lifecycle, from requirements through operations 
and maintenance. This includes requirements gathering and 
modeling software through “self healing” systems and artificial 
intelligence.

However, as much as software and software development 
have evolved, it still comes down to people who design and build 
the software, and then intercede and fix the software when it 
does not work or behave the way it is supposed to.

Today when the Navy needs next generation software for 
its submarine sonar systems, defense contractors are not 
deploying hordes of automatons to the Pentagon to gather 
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We have implemented some best practices to help avoid this 
situation. First is utilizing an interview panel, to include multiple 
developers. A variety of perspectives are important to help 
ensure we’re bringing on someone with the right fit. Second, 
we include members from multiple teams where possible. So, 
for a developer interview, we would include interviewers not just 
from the team he or she is interviewing for, but also a developer 
from another development team on the program. If possible, we 
would also include a tester in the interview process. Communi-
cation and collaboration intra-team and across teams is vital for 
our program’s success, and we want to bring in people who can 
function well in this environment.

This process is not perfect and certainly is more costly, so the 
reader needs to weigh the costs-benefits as it pertains to his or 
her program, but for large complex programs like ours, the up-
front investment is more than outweighed by the costs and risks 
introduced by bringing in the wrong type of person. If you take 
shortcuts with your hiring, and do not ensure as a first step you 
are getting people who will fit in with your group and productive-
ly work with the team you have in place, you will fundamentally 
undercut your ability to respond to the challenges you will invari-
ably encounter during the software development lifecycle.

Work Environment
If people are the solution to software problems, and we have 

selected candidates who we believe can contribute to the pro-
gram’s success and succeed, the question then becomes how 
do we get the most from our people? Here the answer starts 
and ends with environment. How your team performs today and 
responds to the myriad software development challenges that 
emerge along the way all depends on the work climate you es-

tablish and foster in your organization. “Provide the climate and 
proper nourishment and let the people grow themselves. They’ll 
amaze you” [2].

Ask yourself some questions. Is everyone made to perform the 
same way in your program? Or are roles tailored to the particular 
strengths of each person? Are you fitting people into your orga-
nization or are you building team cohesion around the individual 
strengths of its members? Townsend wrote, “Why spend all that 
money and time on selection of people when the people you have 
got are breaking down from underuse. Get to know your people–
what they do well, what they enjoy doing, what their weaknesses 
and strengths are, and what they want and need to get from their 
job. Then try to create an organization around your people, not 
jam your people into those organization-chart rectangles … You 
cannot motivate people. That door is locked from the inside. You 
can create a climate in which most of your people will motivate 
themselves to help the company reach its objectives” [3].

What Silicon Valley has and continues to accomplish is a tes-
tament to the soundness of this thinking. In the ‘80s and ‘90s it 
achieved notoriety for its unconventional work practices–casual 
clothing, foosball tables and other amenities, flextime according 
to personal needs, etc. Of course this notoriety was eclipsed by 
the operating results and history-changing evolutions that came 
from the Valley, innovation that continues apace to this day.

You might be thinking, “All of that sounds great Jonathan, but 
how do I make this work in the world of DoD software develop-
ment?” The answer is remarkably simple and it starts with walk-
ing around. That is right–getting out of your office or cubicle and 
personally interacting with your developers, engineers, analysts, 
and other team members. While, as Watts S. Humphrey stated, 
one can no longer use Management By Walking Around for 
knowledge work, he or she can and must use what I call Lead-
ership By Walking Around (LBWA).

LBWA and Other Keys to Success
LBWA is the perfect way to get to know your people and ob-

serve how they are functioning. It also shows as a manager you 
are interested and care, which will inspire and motivate those 
around you, as well as foster an environment of open com-
munications, critical to any project’s success. Walking around 
is one of the simplest, yet most vital tools in providing effective 
leadership, not just because of all the things you learn about 
your teammates and the open communications you inspire, but 
most important of all, because of the example you set. J. Paul 
Getty put it best when he wrote, “No psychological weapon is 
more potent than example. An executive who seeks to achieve 
results through the people who work under his direction must 
himself demonstrate at least as high a standard of performance 
as he hopes to get from his subordinates” [4].

Furthermore, LBWA helps build trust, and trust is the oil that 
makes an organization truly hum as a well-oiled machine. “Trust 
is what motivates people to follow our leadership, whether at 
work or home. And trust must be earned” [5]. And what bet-
ter way to earn trust than by visiting people in their space and 
truly listening and interacting with them on a personal level? If 
it works for world leaders and diplomats for affairs of state, cer-

http://www.navair.navy.mil
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tainly it should work at the project level with day-to-day software 
matters. The trust you will build will help unlock individual mo-
tivation for the mission and increase engagement by the team. 
And as the CEO and President for the Partnership for Public 
Service stated “Effective Leadership is the No. 1 most important 
issue for employee engagement.”

LBWA is not the only tool in your toolkit. However, as the leader, 
it is incumbent upon you to start with this fundamental–not aimless 
wandering around mind you, but prudent, targeted engagement.

Beyond LBWA, there are a number of widely known tools that 
will help improve one’s ability to lead effectively. These include 
open-door management policies, conducting all hands meet-
ings, e-mail messages directly from senior leaders, brown bag 
lunches, and hosting off-site sessions. These items are all very 
much relevant and useful within the DoD software development 
context, even more so because these are cost effective and 
simple to employ, and well within established military cultural 
norms. Recently I’ve successfully employed all of these tactics 
with a large Army customer comprised of many varied and 
dispersed stakeholders. Moreover, I’ve been able to leverage the 
military’s Integrated Program Team framework to increase the 
effectiveness of these tools. For example, on the eve of entering 
a particularly intense high operational tempo period, a senior 
Army proponent was kind enough to help me lead an all hands 
session where we jointly presented to the 55-person contrac-
tor team. He and his staff have also written e-mail messages 
of commendation to program team members. These sorts of 
efforts tend to have an exponential reinforcing impact on morale 
and engagement when appropriately used to supplement 
company-internal communications.

Other ways exist to further leadership effectiveness and 
thus increase employee engagement, which in turn increases a 
program’s ability to tackle and overcome software challenges. 
Some of these methods may require more creativity than others, 
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but they are all still relevant and readily applicable within the 
DoD space. For example, tailoring work hours to the time of day 
when an employee is personally most effective. It is widely ac-
cepted that people have different biorhythms and perform better 
and are therefore more productive during certain parts of the 
day. Your program should try to support these individual needs 
to the extent practicable. This notion is a lot more accepted to-
day in the DoD than it used to be. Work practices have evolved 
to include considering how we cater to the differing needs of 
three workforce generations–Baby Boomers and Generations X 
and Y, respectively. In particular, when it comes to attracting and 
retaining younger talent, implementing more progressive policies 
than those seen in decades past are imperative if the DoD is 
going to thrive in the 21st century. Certainly DoD cannot hope 
to be the wellspring of creativity in this era if the environment is 
a disincentive, especially with young men and women now hav-
ing career options to choose from around the world.

Increasingly the DoD has moved away from contractually 
mandated work hours to performance-based work. Still, corpora-
tions catering to this sector too frequently default to standard 
working hours instead of examining how they can best maxi-
mize the productivity of each individual in a way that optimizes 
the whole organization. Same thing with work location, and the 
increasing traction telecommuting is achieving. Historical boxes 
and walls of work location, hours, etc. are being shunned in fa-
vor of management theory seeking to provide the employee with 
the best fit possible, instead of vice versa, thus enabling him or 
her to provide the organization with his or her best work.

The DoD is a large organization you say, so what can I do then if 
I work in a part of this sector where flexibility around work practices 
has not caught on? I would encourage you to look again. Even 
within the strictest confines of traditional DoD, I believe as a leader 
you have both an opportunity and an obligation to be creative for 
your people. Take a look–you will be surprised by what you find.
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For example, many services-based contracts adhere to Labor 
Categories (LABCATs), including formal job descriptions. Robert 
Townsend called job descriptions, “Strait jackets … insane 
for jobs that pay $750 a week or more. Judgment jobs are 
constantly changing in nature and the good people should be 
allowed to use their jobs and see how good they are” [6]. 

Practically, we all understand this, as folks are constantly 
asked to assume expanded roles and/or assume collateral 
duties. Since we cannot completely rely on a job description as 
a gauge, as a first step, make sure you have your folks playing 
the right positions and if they are in the right position, ensure 
they are in the correct role. This means doing work beyond a 
crosswalk of a person’s skills/experience/education to LAB-
CAT requirements, but an in-depth qualitative check for real 
organizational fit. For example, some developers prefer bug 
fixes over operations and maintenance.

Others prefer building new capabilities. And you can take this 
analysis down to finer levels of detail, to ensure a fit is made 
that resonates and is optimal for the individual and organization.

How about attire? The Army program I have cited permits 
personnel working outside of the Pentagon to dress “business 
comfortable.” That does not mean folks are running around in tank 
tops and flip flops. In fact, there has not been a single incident of 
someone going over the line. If the mindset is to treat individuals 
as adults and with trust, the employees are more engaged, and 
you also increase your odds of attracting the best talent.

Unleashing the Organization
A good work environment fitted to support individuals and not 

the other way around, coupled with effective leadership, leads 
to engaged employees. And engaged employees are the key to 
unleashing the power of your team to solve problems.

Robert Zawaki observed in Transforming the Mature Informa-
tion Technology Organization the following:

ED = RD X CD [7]
An Effective Decision (ED) is equal to the  Right Decision 

(RD) multiplied by the  Commitment to the Decision (CD). 
Employee engagement is central to both variables in the equa-
tion. Developing the right decision will require team involvement. 
Only by leveraging their collective wisdom, across functions, will 
you arrive at the RD. While some projects get this aspect right, 
often overlooked is how vital CD is to success. By involving 
the team in deriving RD, much of the heavy lifting in increasing 
CD is done. In executing a transparent collaborative decision-
making process, you will be far ahead in your ability to get team 
members to commit to the best course of action, the RD. This is 
because they will have seen the logic used to arrive at the RD 
and how various perspectives were raised and used to shape 
the RD, including their own. Since both RD and CD are needed 
for a software solution to succeed, the effective leader will not 
omit the time and attention needed to maximize these.

Summary
In today’s hyper competitive global environment, all organiza-

tions are focused on maximizing productivity. What is too often 
overlooked is the best way to achieve this. Bottom-up is the 
way to go–determining how the organization can be molded to 
unleash productivity on an individual basis, while maintaining a 
system to optimize the whole. Effective leadership is the key to 
shaping the organization to maximize employee productivity, be-
cause it spurs employee engagement. By maximizing the output 
of the entire team, and harnessing it for mission accomplish-
ment, the effective leader can overcome any software problem 
through people. “The capacity of people to find answers, if they 
know it is worth the trouble, has never been tested to its practi-
cal limits” [8].
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Introduction
U.S. service members are increasingly jeopardized by informa-

tion posted online by the DoD, by friends and family, by other 
service members, and by themselves. Information posted online 
can be used to target service members and their families for 
crime, retribution, or terrorism. Online postings can also leak 
sensitive information about tactics or capabilities, and can even 
compromise specific operations. 

These risks are not hypothetical: terrorist publications have 
advocated collection of information from Facebook [1]; in March 
2010 an Israeli raid had to be canceled because a soldier 
posted the details of the raid to his Facebook page [2]; and 
there have been persistent reports of military members being 
targeted by identity theft rings [3].

It is not clear how the DoD should respond. Certainly DoD 
Operations Security prevents direct security compromises such 
as publishing the time and locations of planned attacks against 
our adversaries.1 But much of the most damaging informa-
tion published today does not come through official channels. 
Attempting to regulate a spouse posting to an online support 
forum the location of her husband in Afghanistan would pose 
obvious First Amendment issues. 

The DoD is better positioned to limit the disclosure of per-
sonal information on DoD websites–for example, by limiting the 
posting of names and photographs. But such attempts to restrict 
the flow of information will have an adverse impact on recruit-
ment, public affairs, and diplomatic efforts. Currently the trend 
has been to embrace openness, despite the risk.

There are also strong reasons within the DoD to encourage 
the use of social media. Social media allows easy communica-
tion between service members and their families, improving 
the morale of both. These websites and services also provide 
excellent platforms for the informal distribution of information–
even from one official source to another. Indeed, services like 
Facebook and Twitter are now used by the DoD in an official 
capacity to supplement other public affairs activities.

We argue that there is a difference between using social 
media for carefully controlled publications and the uncontrolled 
disclosure of sensitive information. To this end, we conducted 
an investigation of vulnerabilities that result from the intentional 
and inadvertent release of information about service members 
to the Internet between September 2009 and September 
2010. We found many previously undocumented cases in which 
information that could be considered sensitive but which was 
unclassified was routinely posted by DoD personnel and their 
families on publicly available websites. We also developed reli-
able techniques for cross-correlating and fusing information 
between multiple freely available information sources, amplifying 
the risk posed by the individual disclosures.

During the course of this investigation the DoD changed its 
policy on Facebook and other social network websites, and now 
allows them to be used from official computer systems and for 
both personal and professional purposes. This change makes 
the results of our study even more important.

We believe that the new, relaxed policy needs to be accom-
panied by a systematic examination of information that the DoD 
is publishing to the Internet through both official and informal 
channels. DoD personnel need to understand the ability of our 
adversaries to integrate multiple releases of apparently innocu-
ous information into a form that can compromise operations and 
personnel. Finally, service members and their dependents need 
to understand risks and the need for appropriate conduct.

Embedded with Social Media
Today Facebook is the world’s dominant social network site. 

Facebook boasts over 600 million active users, half of whom 
check the site on any given day. According to Facebook these 
users share more than 30 billion pieces of content and spend 
over 700 billion minutes on the site each month [4]. 

Facebook is also the most popular social network site for 
DoD personnel. Using our techniques for correlating official 
DoD records with directories on Facebook, MySpace, and Linke-
dIn, we determined that (at the time of the study) between 25% 
and 57% of DoD personnel had Facebook accounts, between 
22% to 48% of DoD personnel had MySpace accounts and 
11% to 18% had LinkedIn accounts [5]. These numbers have 
likely increased over the past year with the continued growth 
and acceptance of social media sites.

Embedded 
with Facebook
DoD Faces Risks from Social Media

Abstract. U.S. service members are increasingly jeopardized by informa-
tion posted on social network websites. While some of the most damag-
ing information comes from spouses and other non-official sources, other 
information comes from the use of social media by the DoD because non-
public, secure channels for questions and feedback do not exist. Other 
problems arise from the conflict between the DoD’s desire to promote its 
mission by distributing information to a world-wide audience and the abil-
ity of adversaries to misuse that information. We have conducted a study 
of information posted on Facebook and other social media websites 
and have determined that it is relatively easy to correlate the DoD official 
records with online profiles, allowing the targeting of specific warfighters. 
We summarize several cases in which the public disclosure of information 
led to mission compromise and suggest ways for improving current policy 
and practice.

Capt. Kenneth N. Phillips, Marine Corps Tactical Systems 
Support Activity
LT Aaron Pickett, Navy Information Operations Command
Simson Garfinkel, Naval Postgraduate School
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In February 2010, the DoD updated its policy regarding the 
use of social media sites [6], directing that the Non-classified 
Internet Protocol Router Network (NIPRNET) be configured 
to allow access to social media, e-mail, instant messaging, and 
other Internet-based applications not controlled by the DoD 
or Federal Government. The new policy also allows for official 
uses of social media sites that are not related to public affairs 
and directs that all external official presences on the Internet be 
registered on <http://www.defense.gov>. 

The DoD itself maintains official sites on Facebook, Flickr, 
Google Buzz, Twitter, UStream, and YouTube, along with the 
DoDLive Blog. All of the DoD services, including the National 
Guard and Coast Guard, have an official presence on Facebook, 
Twitter, Flickr, and YouTube. Numerous high-ranking leaders 
within the DoD have their own Facebook pages and are ag-
gressively using social media for recruiting, public relations, and 
information dissemination. For example, the Chairman of the 
Joint Chiefs of Staff’s page2 has over 15,000 individuals listed 
as “liking” the page. 

The Army, Air Force, and Marine Corps have also published 
guidelines3 for service members who choose to use social me-
dia sites in an unofficial or personal capacity. The Air Force and 
Marine Corps guidelines help service members understand what 
is and what is not appropriate to post online. They also provide 
general recommendations for the privacy settings that members 
use on social media sites and remind service members that 
content posted online can be seen by anyone. The Army guide-
line provides details on specific social media sites on which the 
Army maintains an official presence and encourages soldiers to 
participate in these sites as a way of spreading positive publicity 
about the Army. 

Deployed units are using sites such as Facebook and Twitter 
to share photographs and newsletters and to release official 
information [7]. Individual service members use Facebook and 
other sites to stay in contact with loved ones during deploy-
ments. Family members use these sites to keep their deployed 
service members informed about happenings at home and to let 
friends and extended family know about what is happening with 
their service member. 

In August 2010, the Navy released an All-Navy message 
specifically addressing the use of Internet-based capabilities, 
including social network sites such as Facebook. The guidance 
warns service members to be careful about using third-party 
applications on social network sites, encourages them to learn 
about and use the privacy settings available on social media 
sites, and reminds them to be thoughtful about who they allow 
to access their social media profiles. The ALNAV also warns 
service members about the potential for criminals to use per-
sonal information posted on the Internet for identity theft [8]. 

Social Media Risks and Exploitation
With all of the activity taking place on social network plat-

forms, there are bound to be leaks of sensitive information. 
These leaks can occur in two ways. First, a specific sensitive 
item might be inadvertently posted in an online forum where 
an adversary exploits it. But information can also be released 

in small bits that are later collected and correlated. Adversaries 
can then fuse this data to develop a more complete profile. 

Potentially harmful leaks include:

•	 Locations and dates of deployments
•	 Details about pending operations
•	 Identifying photos of service members
•	 Identities and location of service members’ 
	 families and friends
•	 Locations of sensitive facilities
•	 Impending policy changes
•	 Non-public details of military capabilities

These risks are not theoretical. A post on a jihadist website 
instructs followers to gather intelligence about U.S. military units 
and the family members of U.S. service members, including 
“what state they are from, their family situation, and where their 
family members (wife and children) live,” and to “monitor every 
website used by the personnel ... and attempt to discover what is 
in these contacts” [1].

These risks to security do not come only from adversaries 
attempting to collect information, but also from inadvertent posts 
by one’s own forces. Israeli Defense Forces (IDF) postponed an 
operation in March 2010 after a soldier posted the location and 
time of a planned raid on his Facebook page [2]. In a separate 
instance that took place in July 2010, it was revealed that Israeli 
soldiers who had served at a secret IDF base had set up a pub-
lic Facebook group meant for veterans of the base. Members of 
the group had uploaded photos of themselves inside the base. 
A reporter inadvertently admitted to the group copied posts and 
photos from the group’s “wall” to his own computer [9]; quota-
tions from the posts were later published. 

While not as directly revealing as the information distributed 
in Israel, the DoD routinely publishes personally identifying 
information of service members including high-resolution pho-
tographs, name, rank, promotion dates, occupational specialty, 
and unit affiliations. Until a recent policy change by the Office 
of the Secretary of Defense [10], the last four digits of a service 
member’s Social Security Number could be posted on public 
webpages. The new policy, issued shortly after our research 
was distributed within the DoD, called attention to the problem 
and its implications. These details can be combined with other 
publicly available records to reveal more sensitive details. 

Internet queries based on disclosed information can provide 
home address, family status, the identity of family members, 
and other sensitive information. Furthermore, identifying details 
provided by the DoD can be used to uniquely identify and target 
accounts belonging to service members. This can be accom-
plished by matching names and photographs, or by checking 
for membership in Facebook groups associated with military 
units or specialties. It may also be possible to deduce a service 
member’s birth year from their date of rank (since most officers 
are commissioned soon after college, and promote at regular 
intervals), and match that with biographical information on a 
Facebook profile. We believe that this poses a risk to service 
members, their dependents, and operational capabilities. 

http://www.defense.gov
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During World War II, Americans were advised not to repeat 
military information that they might have learned due to as-
sociation with friends and families—“loose lips sink ships.” These 
lessons are now long forgotten, as Example 1 readily confirms.

High-resolution photographs available from DoD press re-
leases and Facebook profiles pose a special risk to U.S. forces. 
For one, they can be used to build biometric databases used to 
covertly identify these individuals years after the original photo-
graph is released. Location-based services and geo-tagging of 
photographs pose yet another risk. A photograph snapped with 
a cell phone camera and posted to a social networking website 
or e-mailed to a distribution list can also inadvertently reveal the 
graphical location of their homes, workplace, or even sensitive 
locations, since many cell phones now embed geographical 
location within digital photographs.

result in account termination. Facebook also frequently displays 
that individual’s friends and in some cases, where that person 
lives, works, and spends their time. 

All of this information can be used by adversaries to improve 
targeting of U.S. forces and their families. The targeting of ser-
vice members and their families is not unprecedented: one year 
after the Vincennes accidentally shot down an Iranian civilian 
airliner in 1988, a van belonging to the ship’s former command-
ing officer was fire bombed in an apparent retaliatory attack.

Being able to search for results like this also makes it easy for 
would-be identity thieves to find out when a service member will be 
away, making them more vulnerable to identity theft. It’s difficult for 
warfighters to monitor their credit when they are in a warzone. 

With the relaxation of the DoD’s policy on social media, com-
mands have started using Facebook and other social media 
sites to share information with members and their families. As 
such, the  DoD should be specifically concerned with the use of 
Facebook as an open forum for personnel and family members 
to ask questions related to orders and personnel records. 

It is frequently not obvious to users of these pages that 
information posted is visible to the world and not restricted to 
the intended audience. Such questions potentially reveal details 
about service members, families, and troop deployments. Indi-
vidual postings might seem harmless, but they can be useful to 
adversaries if they are combined with other posts, the identities 
of the posters, and information gathered using other methods.

In our review of Facebook, we found specific examples on 
command-sponsored Facebook pages that raise concern; they 
are shown in Example 2.

Example 1: Actual posts (anonymized) 
from Facebook pages belonging to DoD 
personnel, found with a simple search

Example 2: Facebook posts that show 
evidence of deployments

“DEPRESSED....COUNT DOWN in 32 days my better half 
will deploy to Afghanistan. What to do now? ”

“family and friends a moment of your time to pray for my 
nephew chris b******, he is leaving to Afghanistan for a year of duty 
with the army national guard. He will deploy on august the 10th. 
Thank-you all.”

“Please keep our family in your prayers as both of my 
brother deploy to Afghanistan tomorrow at 11 am............”

“To all my friends and family. Tonight say a prayer for 1-66 ar-
mor 4th infantry. Tonight will be there last night state side, as they 
deploy to Afghanistan.”

“Dear Lord, Please keep My Husband, My Son, & their fel-
low Soldiers safe- and give me & our Family strength these 
next (very long) 12 months! ”

“I want to thank those that attended the Send-Off party for my 
husband MAJ Doug P***** and my son, SGT Mitchell S****** as they 
prepare to deploy to Afghanistan in 10 days! ” 

“About 3 weeks ago we received verbals to Lemoore. We are currently 
stationed in Atsugi, Japan. I am in need of a early family member return 
because our rotation date to leave here is in mid November and I am 
pregnant and due November 25th.”

“I am also currently awaiting orders but to ECRC NFLK fwd Afghanistan 
and I am currently in Guam.”

“I already have PCS orders for a GSA in Aghanistan, I report to NMPS 
in December when should I receive my Temadd orders for my assign-
ment and training. I saw in my orders that they should be release along 
side my PCS orders. I was told 60 days before I transfer from a few 
people. Is this right?”

Many social network users leave their profile privacy settings 
open to the public, allowing any web user to view their personal 
information. This personal information can be even more damag-
ing if combined with profile information from family members 
and friends. In February 2010, Pete Warden created a script that 
downloaded 215 million public profile pages from Facebook, 
including 120 million from U.S. users. He planned to make the 
profile data available to academic researchers, but deleted it 
after Facebook threatened a lawsuit [11]. Six months later, 
security researcher Ron Bowes wrote a script that downloaded 
the names and profile URLs of 171 million Facebook users; he 
then made the downloaded information freely available over the 
Internet [12] before Facebook could intervene. 

Just as damaging as the content of the individual posts is the 
identifying information associated with them. When this informa-
tion comes from Facebook it is frequently accompanied with the 
true name of the person who posted it–the use of fake names 
or aliases is a violation of Facebook’s terms of service and can 

Even if a Facebook group could be restricted to vetted mem-
bers of the command, their dependents, or close friends, it is 
important to realize that Facebook’s servers are not operated by 
the DoD. Information stored in these servers is available within 
Facebook to various programmers, system administrators, and 
others–many of whom may not be U.S. citizens, and may not 
even reside within the United States. Unlike DoD servers, which 
rely on encryption to transmit sensitive information over the 
NIPRNET, Facebook is generally accessed without encryption. 

Facebook and other social network sites do not require identity 
verification prior to creating an account, which makes it easy for 
an adversary to impersonate an account or create a fictitious 
account, then befriend unknowing targets. Security consultant 
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Thomas Ryan set up a Facebook profile for a fictitious 25-year-
old woman working at the U.S. Navy’s Network Warfare Com-
mand. Within a month, the profile had over 300 contacts from 
within the U.S. defense and intelligence communities, an invitation 
to speak at a security conference, and a request to review a 
technical paper by a NASA researcher [13]. One military contact 
of the fictitious female even revealed details of take-off times for 
military helicopter flights in Afghanistan [14]. Ryan was also able 
to gain access to e-mails and one person’s bank account informa-
tion by making use of details published on personal profile pages 
to guess the answers to “secret questions” that are used as back-
up authentication when a user forgets a password [13]. 

Already enemy organizations have used social networks to 
obtain intelligence. In Israel, for example, military intelligence 
officers were ordered to close their Facebook accounts after 
it was discovered that some had been “friended” by Hizbullah 
operatives posing as Israeli women for the purpose of gaining 
access to personal information [9].

Another important security problem with Facebook is the use 
of so-called “cookie authentication,” which allows an adversary to 
impersonate legitimate Facebook users and gain extended unau-
thorized access to a Facebook account by capturing a Facebook 
“cookie” from an unsecured wireless network or from a public 
computer. Software is now widely available that gives the attacker 
an easy-to-use web-based interface of the cookies that have 
been captured; simply clicking on a user name allows the attacker 
to compromise any of the linked Facebook accounts at will. 

Facebook allows third-party developers to write applications 
that users can add to their Facebook profile. These applications 
frequently have unrestricted access to a user’s personal data. 
When a user permits an application access to their profile, the 
application can also see the profile information of that user’s 
friends with the same level of detail that the user can see, un-
less it has been specifically prohibited by the friends’ privacy 
settings. The default settings permit this behavior.

The net result of the large membership groups, the access 
given to “friends,” and Facebook’s security model is that it is 
unwise to store any information on Facebook that is meant to 
have any form of restricted dissemination. 

Recommendations
Even a casual analysis of Facebook indicates that a signifi-

cant amount of information is being posted that could easily be 
used against U.S. interests. This a growing problem that needs 
to be addressed.

Social media such as Facebook increasingly plays an important 
role in personal communication, entertainment, political discussions, 
and even the dissemination of official information. The DoD has 
already decided that it makes more sense to embrace social media 
than to attempt a futile ban. Indeed, if the DoD were to abstain 
from the new media in an official capacity and ban its use, it is likely 
many of the conversations would remain active in unofficial capaci-
ties. But as our work shows, social media is creating real risks and 
vulnerabilities for the DoD. Given the scale of the problem, the most 
effective near-term solution we see is education. 

Service members must be taught to understand the risks 
involved in posting personal information on the Internet, not only 
to themselves, but to their units and families. They need to be 

informed about the different levels of privacy available on social 
network sites and the implications of each level. They also need 
to understand that the privacy level they select is not a guaran-
tee of privacy. There have been leaks of private information in 
the past and there are bound to be more leaks of private infor-
mation in the future. The reality is that any information that is 
posted to a social media website may readily become available 
to the public at large–access controls are not effective.

The DoD needs to consider ways to make service members 
and their families as safe as possible when using social media. 
One way to do this is to provide specific guidelines of how 
individuals can use these services safely, as well as examples of 
how lax practices may make us vulnerable to Open Source Intel-
ligence collection by our adversaries.

Recently there have been some efforts to educate the servic-
es. For example, the Department of the Navy Chief of Informa-
tion produced a briefing with “Recommended Facebook Privacy 
Settings.”4 The briefing explains how Facebook makes money by 
showing targeted advertisements. The materials rightfully warn 
that anything stored in Facebook could be made public–manip-
ulating the privacy settings is no guarantee of preserving privacy. 
Nevertheless, the briefing does give specific recommendations 
on how to set Facebook’s complex privacy settings. Keeping 
materials such as this up-to-date will be a challenge given Face-
book’s tendency to make rapid and significant changes to both 
its user interface and its underlying privacy policy.

Other services are taking similar measures. The Marine Corps 
is incorporating education on social media use into annual 
operational security and information assurance training [15]. The 
Army Memorandum on the responsible use of Internet-based 
capabilities [16] warns that the use of social networking sites 
by Army personnel provides adversaries with the opportunity to 
gather personal information that can be used to directly target 
Army and DoD personnel.

Educating the service members is not enough. We have seen 
posts by spouses, children, parents, and friends that revealed de-
tails about the location or deployment dates of their service mem-
ber. By itself, this information might seem harmless, but when it is 
put together with information from other posts and other sources, 
it can become dangerous. An adversary could easily determine 
the address of a service member’s family based on their name 
and the location information in their profile. Then they can find 
out the location of the children’s schools or daycares. An innocent 
post by a wife that her husband is halfway through his deploy-
ment in Afghanistan can alert an adversary that the family might 
be extra vulnerable to an attack. To this end, the Army directs 
that personnel discuss the proper use of social media with family 
members using a guide5 specifically tailored to family members.

Technology can also be of help. For example, the website Re-
claimPrivacy.org operates a “privacy scanner” that allows individuals 
to scan their own Facebook privacy settings. Google has a plug-in 
for its Gmail service that detects attempts to send e-mail that one 
might later regret. Similar technology could be developed by the 
DoD to protect privacy, strip location information from photographs, 
or scan messages and postings for sensitive information.

Nevertheless, one of the fundamental problems with today’s 
social networks is the lack of authenticated identity. When a 
service member receives a “friend” request from an old friend or 
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NOTES

classmate, it can be difficult, if not impossible, to authenticate 
that request. But such authentication is important with today’s 
social networks that provide more information to “friends” and 
“followers” than to outsiders.

One way around this problem would be for the DoD to provide 
an alternate social network site for DoD members and their fami-
lies. Such a site could allow family members to communicate with 
service members and with each other in a more secure setting 
that is not available to the general public. Membership to the site 
could be controlled and restricted to only service members and 
those they invite to the site. More stringent privacy settings could 
be provided and enforced so that profiles and posts are not visible 
outside of directly connected relationships.
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Introduction
GUI plays an instrumental role in the success of any browser. 

GUI enables user control and improves interaction with the 
browser. GUI is considered a part of the user trust model for 
all types of software including browsers. Apart from the main 
browser window, GUI in browsers includes notification bars, 
status bars, address bars, download dialog boxes, HTTP authen-
tication dialog, and browser objects such as frames, buttons, etc. 

Users interact with the GUI components in their routine life 
jobs. GUI flaws are considered design bugs in which an attacker 
can circumvent the normal functioning of the browser by run-
ning malicious JavaScript. Primarily, GUI bugs in browsers are 
mostly exploited by spoofing [1] and clickjacking attacks [2]. 
Spoofing attacks are those kinds of attacks that tamper the UI 
component of software in order to fool users into performing 
false operations by exploiting their ignorance. They fail to dif-
ferentiate between the real and manipulated objects in software. 
Clickjacking attacks fall into the category of UI redressing 
attacks in which an attacker embeds a hidden UI object such 
as buttons, frames, etc. to execute stealth functions that are 
binded to a real object. For example, an attacker can easily place 
a hidden button over the real button in a browser window that 
executes a malicious function when a user clicks it. 

Browser User 
Interface 
Design Flaws
Exploiting User Ignorance
Aditya K. Sood, Michigan State University
Richard J. Enbody, Ph.D., Michigan State University

Abstract. A browser is considered to be a functional window to the 
Internet. It is interface software that serves as a communication medium 
between the users and the Internet. Sophisticated attack patterns and 
design flaws in browsers pose serious threats to user security, privacy, 
and integrity. Recent advancements have shown that browser User 
Interface (UI) design flaws catalyze the vulnerability exploitation. This 
paper sheds light on the design flaws in Graphical User Interface (GUI) 
components of browsers that are exploited by the attackers to trick users 
to perform rogue operations. In most of the cases, the user is unaware of 
the attack that results in stealth operations. Thus, user ignorance plays a 
critical role in successful exploitation of the design flaws.

Basically, spoofing and clickjacking attacks aim at tamper-
ing with and manipulating the functional operations of various 
browser GUI controls. Apart from this, such attacks exploit the 
user ignorance to a great extent because users are not able to 
differentiate between the real GUI object and vice versa. Suc-
cessful GUI attacks depend a lot on the user awareness about 
the browser controls and their integrity. It is a major concern 
because exploitation of GUI design flaws can severely impact 
the user trust thereby resulting in the loss of integrity. This paper 
discusses design flaws in browsers related to GUI components 
and how they are exploited by tricking the user.

HTTP Authentication Dialog Spoofing 
Many browsers require HTTP-based authentication in which 

users have to provide a set of credentials to access the re-
sources. In general, if a resource is protected, the server sends 
a particular HTTP response to the browser based on which the 
browser initiates a dialog authentication process. It is one of the 
main characteristics of browsers to handle HTTP authentication. 
Every single HTTP authentication process has a realm value as-
sociated with it. In general, the realm value is a string that shows 
the domain name on which resource is protected. The realm 
value also provides a user supplied string for identity purposes. 
A user can check the domain name and provide his credentials 
to gain access to the server. However, recent vulnerabilities have 
shown the fact that it is possible to manipulate the authentica-
tion dialog box. Users are unable to differentiate among the 
origins of authentication dialog. A dialog box may look real and 
authentic but it can be spoofed. This type of flaw in browsers 
results in the stealing of user credentials without users being 
aware of the reality. For example: Internet Explorer and Google 
Chrome inherit this design flaw. A serious design flaw in Google 
Chrome [3],[4] is that an authentication dialog can be complete-
ly spoofed and users are not able to distinguish the difference. 
A spoofed authentication dialog box is presented as in Figure 1.

Figure 1: Spoofed authentication dialog box in Google Chrome
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The spoofed authentication dialog box bedazzles the user. 
However, it has been noticed that a number of users fall into this 
trap and provide their authentication credentials as per the realm 
value shown in the dialog box. This design flaw persists because 
browsers are not able to handle the realm value passed as a pa-
rameter to the authenticated HTTP response header and render it 
directly in the dialog box. Most browsers do not handle the realm 
value in an appropriate manner, allowing spoofing attacks.

URL Obfuscation Flaws
URL obfuscation is one of the most notorious problems no-

ticed in browsers. Continuous efforts have resulted in correction 
of this design problem in a number of browsers such as Mozilla, 
Internet Explorer, etc. However, browsers such as Google Chrome 
still inherit this design bug. In 2008, a design flaw [5] was 
released in Google Chrome that still persists in recent versions 
[6]. URL obfuscation is a trick that plays around the designing of 
URLs with certain meta characters in order to confuse brows-
ers as well as users so that they can be redirected to malicious 
domain. This is a browser design flaw because browsers are not 
able to render the URLs appropriately thereby resulting in unau-
thorized redirection. As a result, the browser can be redirected to 
a malicious domain that is ready to serve malware.

There can be many combinations based on this pattern. It 
depends on the inherent design of the browser in interpreting 
a URL. In general, good practice requires that browsers should 
raise a warning about the obfuscation in a URL and should 
be smart enough to present a user with an appropriate choice. 
Primarily, the user thinks that  a destination website is Google.
com, but in reality, the user is redirected towards yahoo.com. An 
obfuscated URL is shown in Figure 2.

In Figure 2, Google Chrome is redirected towards yahoo.com 
instead of raising a warning or going to google.com. A similar 
test on Mozilla raises a warning about the URL obfuscation as 
presented in Figure 3:

After a lot of discussion, Mozilla introduced a security check 
to show concern with URL obfuscation flaws in browsers.

Manipulating Browser Status Bars
Browser status bars are used to present the active state of 

links when a user clicks a hyperlink on a webpage. In general, 
status bars represent the status of hyperlinks. The mindset 
behind the design of the status bar is that a user can see the 
authenticity of domain names and hyperlink. Basically, a user 
believes that the status bar displays the domain name in the 
form of a URL and the browser redirects to that page upon 
clicking. Attackers have exploited this design flaw by spoofing 
the status bar with JavaScript calls such as window.location or 
window.href to fool users. However, the URL obfuscation trick 
can also be used to spoof the status bar. An issue was raised in 
Internet Explorer [7] about the problem in the status bar. When 
considering spoofed HTML code, Internet Explorer 7 does not 
appropriately render the information in the status bar whereas 
Internet Explorer 8 does not even show any information in the 
status bar when a mouse is pointed over a hyperlink. This a seri-
ous issue because it is the only way a normal user can scrutinize 
the authenticity of a hyperlink. Figure 4 shows code that is used 
to spoof the status bar in Internet Explorer.

Figure 2: URL Obfuscation in Google Chrome

Figure 3: URL Obfuscation Warning in Mozilla Firefox

Figure 4: Custom HTML Code to Spoof Internet Explorer’s Status Bar

An active Internet Explorer test has been structured here [8]. 
This is a simple but generic problem in most of the browsers 
and it is used quite often by attackers to trick users and create a 
false sense of security.

Cross Site Scripting Attack Notification Bars – 
Bypassing Filters

With the advent of new browser security protection mecha-
nisms, reflective Cross Site Scripting (XSS) filters have become 
a part of the browser architecture. It is an inbuilt protection 
mechanism that raises XSS attack notification bar for reflec-
tive XSS attacks and neutralizes them completely. This is the 
actual motive behind the designing of XSS filters. However, 
completely relying on filters as a fool proof protection against 
XSS attacks creates a false sense of security. The XSS filters 
in browsers are not well developed and can be bypassed easily 
to execute successful XSS attacks. Primarily, a user believes 
that now the browser is secure because of the presence of 
XSS filters but attackers can exploit the design problem in XSS 
filters to exploit the trust of users. For example, Internet Explorer 
released a built-in XSS filter with Internet Explorer 8, but it can 
be bypassed easily and no notification alert is raised. Moreover, 
certain stealth XSS attacks were successfully executed in In-
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ternet Explorer. However, Internet Explorer’s XSS filter raised a 
notification warning but was not able to sanitize the XSS attacks 
appropriately. This type of behavior shows the inherent weak-
ness in client-side XSS filters. Moreover, NoScript is considered 
a very good extension of Mozilla that prevents reflective XSS 
attacks. However, there are certain bypasses that have been 
released in it. The good point about this filter is that one can find 
a lot of updates of this extension. Figure 5 shows a potential 
attack against the XSS filter in Internet Explorer.

Figure 5: Successful bypass even after XSS notification

Figure 6: Spoofed Download Dialog Box

shown that it is possible to overlap the download dialog box with 
an unauthorized pop-up window which restricts the functionality 
of the download dialog box. 

Primarily, the overlapped pop-up window forces the user to 
click some malicious links embedded in it. The pop-up window 
actually locks the authorized download dialog box and the user 
fails to download the file directly. This attack is implemented in 
order to force a user to interact with the rogue pop-up window. 
In other words, it is a design bug in Internet Explorer that fails to 
differentiate between the download dialog box and a rogue pop-
up window. Figure 6 shows the spoofed download dialog box in 
Internet Explorer 8.

In the Figure 6 screenshot, a fake End User License Agree-
ment (EULA) pop up window overlaps the authorized download 
dialog box. This fake EULA window is embedded with mali-
cious links and it locks the download dialog box completely. This 
attack forces the user to interact with a EULA window prior to 
downloading the file. In general, users are not aware of these 
design problems and spoofing tricks which help an attacker to 
launch attacks successfully. The figure clearly shows one of the 
serious design bugs in graphical user components in browsers.

Clickjacking Browser Interface
Clickjacking [9],[10] is a UI redressing attack where an attacker 

executes malicious functions by playing around with browser UI 
components. The aim of this attack is to steal sensitive data and 
extract information about a user’s activities in a stealthy manner. 
Primarily, this attack uses two major UI components in a browser–
frames and buttons. The term clickjacking itself points to hijacking 
mouse clicks in a browser window. In general terms, an attacker 
designs a transparent UI component such as a button and makes it 
hidden. When a legitimate user performs a mouse click in a brows-
er window, the hidden button is clicked and it executes the backend 
command designed by the attacker to perform rogue functions. 
This attack is considered one of the most sophisticated attacks. 

Solutions
In order to prevent these attacks, here are some measures 

that can result in mitigating the adverse attacks to some extent, 
but it is hard to guarantee foolproof solutions:

1.	An appropriate browser-based filter should be used while surf-
ing the Internet. For example: NoScript [11] is a good choice. It only 
works on Mozilla Firefox but it has some built-in capabilities to take 
control of certain UI redressing attacks such as clickjacking.

2.	Browsers should be upgraded regularly and security 
recommendations must be applied in a timely manner. Most 
browser software vendors such as Microsoft, Apple, and Mozilla 
release security advisories about potential vulnerabilities. These 
security advisories contain an updated fix and patch that should 
be installed in order to upgrade the requisite browsers. How-
ever, if automated updates are enabled, the system is updated 
regularly against potential threats. A user can also download 
individual security updates manually from vendor websites.

3.	Browser design requires a significant amount of change in 
the way UI components are handled. However, it becomes hard 
for the vendors to change UI on a regular basis. This is a para-

This attack simply projects how the design issues in XSS 
filters result in exploitation of vulnerability.

Download Dialog Box Spoofing 
Browsers use a download dialog box in order to download a 

file from a server. This process acts as a notification to the user 
about the characteristics of the file. The download dialog box is 
displayed when a user clicks a hyperlink to download a specific 
file. It is a type of GUI displayed to the user for raising an alert. 
Attackers are spoofing download dialog boxes to trick users 
into downloading malicious files instead of authorized files. This 
attack is triggered on a wide scale to infect user machines with 
malware. Recently performed tests on Internet Explorer have 
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dox in the field of browsers, but vendors should take appropriate 
steps to secure the design interface. 

4.	Users should not visit those pages that they are not sure of. 
Sometimes, being paranoid is a good way to be secure. Always 
think twice about what you click. There are certain client-side 
browser filters available that help users substantially to make 
smart decisions if a potential threat is detected. For example, 
the NoScript plug-in works as an inline component with Mozilla 
Firefox to strengthen security. It enables the user to surf in a 
secure manner and raises notification against insecure objects 
and attacks such as XSS. Other browsers such as Internet 
Explorer come with built-in client-side protection against XSS 
attacks. Thus, potential combinations of client-side filters and 
user awareness can lower the exploitation ratio of vulnerabilities.

5.	Users should be aware of the basic attacks on the Internet 
that can help them in understanding exploitation attempts. There 
are a number of websites such as Threatpost [12] , SecurityFo-
cus [13], and Register, [14] etc. that provide substantial informa-
tion about new research and attacks. 

6.	Websites should use frame-bursting scripts [15] to avoid 
framing of websites. This process is followed in order to avoid 
loading a website into a frame which is used by a third party. 
Frame-bursting scripts remove the frame when an attacker tries 
to load the target website into a frame. This technique avoids the 
hidden frames used in conjunction to launch clickjacking attacks.

7.	A good use of declarative security in HTTP response head-
ers [16,17,18] can circumvent some attacks. This is a potential 
step in defeating clickjacking attacks. Restricting frames [19] 
and running them in sandbox is also a good practice.

 
Conclusion

We discussed a number of cases of UI design flaws and how 
they are exploited. During the course of this paper, we have 
realized that UI is a very critical component of browsers. UI is 
important because it provides direct functionality to users and 
helps them to make decisions quickly. However, if UI design 
flaws are exploited, it becomes much easier to launch attacks 
as discussed previously. Of course, user ignorance and inappro-
priate knowledge enhances the chance of exploitation. These 
design flaws are inherited in browsers to a great extent and it is 
hard to remove them completely. It is hard to ensure a foolproof 
solution, but if a reliable set of protective measures is applied, 
impact can be moderated to some extent.
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UPCOMING EVENTS

Management of Change Conference 
15-17 May 2011 
The Homestead Hot Springs, VA 
<http://www.actgov.org/events/managementofchange/Pages/
default.aspx> 
 
TechAmerica Systems, Standards, 
& Technology Council (SSTC) Meeting 
15-19 May 2011 
Charlotte, NC 
<http://www.acq.osd.mil/se/events>

Systems and Software Technology Conference 
16-19 May 2011 
Salt Lake City, Utah 
<http://www.sstc-online.org>

Software Engineering Institute 
7th Annual Architecture User Network (SATURN) Conference 
16-20 May 2011 
Burlingame, CA 
<http://www.sei.cmu.edu/saturn/2011>

Upcoming Events
21st Annual INCOSE Symposium 
20-23 June 2011 
Denver, CO 
<http://www.acq.osd.mil/se/events> 
 
Diminishing Manufacturing Sources & Material 
Shortages (DMSMS) & Standardization 2011 
29 August – 1 September 2011 
Ft. Lauderdale, FL 
<http://www.acq.osd.mil/se/events> 
 
45th Engineering & Technical Management 
(ETM) Conference 
11-15 September 2011 
St. Louis, MO 
<http://www.acq.osd.mil/se/events> 
 
14th Annual NDIA Systems Engineering Conference 
24-27 October 2011 
San Diego, CA 
<http://www.acq.osd.mil/se/events>

Visit <http://www.crosstalkonline.org/events> for an up-to-date list of events.

The Software Maintenance Group at Hill Air Force Base is recruiting civilian positions 
(U.S. Citizenship Required). Benefits include paid vacation, health care plans, matching retirement fund, 

tuition assistance and time off for fitness activities. Become part of the best and brightest!
Hill Air Force Base is located close to the Wasatch and Uinta
mountains with many recreational opportunities available.

Electrical Engineers and Computer Scientists
Be on the Cutting Edge of Software Development 

Send resumes to:
phil.coumans@hill.af.mil

or call (801) 586-5325
Visit us at:

http://www.309SMXG.hill.af.mil
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BACKTALK

My very first programming class was back in 1969. The junior 
high school I went to was blessed to have a Wang Programma-
ble Calculator. It had 256 bytes of memory, a single card reader 
(as in “single-card reader”, not “single card-reader”–80 com-
mands could fit onto a single IBM standard 12-row 40 column 
card) and a paper tape reader. Programming was pretty basic, 
as it was meant to be used as a calculator, not a computer. Be-
cause of the limited memory and commands, you had to really 
work to get your programs wedged into the scarce memory. You 
thought in terms of efficient (albeit hard to read) code.

I was lucky, as my high school had a time-sharing terminal 
that allowed us to dial in to a GE computer running BASIC and 
FORTRAN. Yes, Virginia, GE made computers. Back in the 60s, 
there were eight major computer companies. IBM, the larg-
est, was called “Snow White,” followed by the “Seven Dwarfs” 
(Burroughs, NCR, Control Data Corporation, Honeywell, RCA, 
UNIVAC and GE). GE eventually sold their computer business 
to Honeywell. While the programs were bigger and memory not 
as scarce (the machine we connected to had 96 KILOBYTES of 
memory!!!), the slow 300-baud modems made efficient coding 
and debugging critical. My high school had to pay for the long-
distance phone calls, so great emphasis was placed on locally 
desk checking before the costly phone call to upload and down-
load the execution results. It wasn’t enough to have efficient 
code–it had to be easy to read, and easy to debug. 

Over the years, there were always tight constraints affecting 
how I wrote code. At one time, I was working on Contingency 
Operation/Mobility Planning and Execution System, Logis-
tics Module B. The area I worked on involved calculating the 
efficient loading of pallets to fit onto an aircraft. This type of 
problem is referred to as a “bin-packing problem” and is fre-
quently solved by using recursion–a common technique used in 
programming, allowing you to write programs, procedures, meth-
ods or functions that call themselves. While still a widely used 
and useful language, COBOL had some limitations. At the time, 
COBOL did not have methods nor did it allow recursion, even 
at the program level (both of these limitations are now allowed 
in modern COBOL). The problem was that the code was (and, 
for all I know, still is) coded using COBOL. Our solution was to 
simulate recursion using COBOL data structures. For a bunch 
of young programmers, we quickly realized that you couldn’t just 
hack code. We spent a lot of time designing the code–creating 
architectural, interface, data, and modular design documents. 

I could go on and on–but I know that each and every one of 
you who has written (or managed) coding projects have learned 
your own lessons. Although you might not have known it at the 
time, you almost certainly learned the hard way the “four pillars 
of software engineering” (reliability, understandability, modifiabil-
ity and efficiency) as discussed in the book, Software Engineer-
ing with Ada by Grady Booch.

Reliable programs are important. So are efficient ones. And, 
given changing requirements, modifiable programs are critical. 
But, without understandable programs, the other three pillars are 
pretty much impossible. You might possibly write a reliable and 
efficient program that works initially, but if you can’t understand 
the code, then attempts to modify it will certainly cause it to fail.

The best ophthalmologist I ever had was an Air Force physi-
cian who had a business card that read, “If you can’t see them, 
you can’t shoot them.” Clarity is important in vision, and in 
software. I once took the Personal Software ProcessSM class, 
and then taught it for many years. I learned the hard way that 
the best thing I could do to write code quickly was to write it 
clearly–because debugging was a very time-consuming activity. 
I learned the hard way that clear, easy-to-understand code is 
much quicker to debug and modify.

People read the code we write. The code will be around for 
years and years, and will be read and modified and re-read, and 
modified again. When it gets down to the basics, coding is a very 
people-based activity. To quote from the BackTalk column in the 
2010 November/December issue of CrossTalk, “Always code 
as if the guy who ends up maintaining your code will be a violent 
psychopath who knows where you live” (attributed to Martin 
Golding).

After all, if you can’t read it, you can’t fix it. 

David A. Cook
Stephen F. Austin State University
cookda@sfasu.edu

Disclaimer:
®CMMI is registered in the U.S. Patent and Trademark Office by 
Carnegie Mellon University.

Who Reads 
Their Code, 
Anyway?
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